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# QUANTUM AND CLASSICAL CORRELATIONS IN GAUSSIAN OPEN QUANTUM SYSTEMS* 

Aurelian Isar ${ }^{\dagger}$


#### Abstract

In the framework of the theory of open systems based on completely positive quantum dynamical semigroups, we give a description of the continuous-variable quantum correlations (quantum entanglement and quantum discord) for a system consisting of two noninteracting bosonic modes embedded in a thermal environment. We solve the Kossakowski-Lindblad master equation for the time evolution of the considered system and describe the entanglement and discord in terms of the covariance matrix for Gaussian input states. For all values of the temperature of the thermal reservoir, an initial separable Gaussian state remains separable for all times. We study the time evolution of logarithmic negativity, which characterizes the degree of entanglement, and show that in the case of an entangled initial squeezed thermal state, entanglement suppression takes place for all temperatures of the environment, including zero temperature. We analyze the time evolution of the Gaussian quantum discord, which is a measure of all quantum correlations in the bipartite state, including entanglement, and show that it decays asymptotically in time under the effect of the thermal bath. This is in contrast with the sudden death of entanglement. Before the suppression of the entanglement, the qualitative evolution of quantum discord is very similar to that of the entanglement. We describe also the time evolution of the degree of


[^0]classical correlations and of quantum mutual information, which measures the total correlations of the quantum system.

MSC: 81P40, 81R30, 81S22
keywords: quantum correlations, entanglement, discord, squeezed states, open systems, master equations.

## 1 Introduction

The study of quantum correlations is a key issue in quantum information theory [1] and quantum entanglement represents the indispensable physical resource for the description and performance of quantum information processing tasks, like quantum teleportation, cryptography, superdense coding and quantum computation [2]. However, entanglement does not describe all the non-classical properties of quantum correlations. Recent theoretical and experimental results indicate that some non-entangled mixed states can improve performance in some quantum computing tasks [3]. Zurek [4, 5] defined the quantum discord as a measure of quantum correlations which includes entanglement of bipartite systems and it can also exist in separable states. The total amount of correlations contained in a quantum state is given by the quantum mutual information which is equal to the sum of the quantum discord and classical correlations [6].

In recent years there is an increasing interest in using non-classical entangled states of continuous variable systems in applications of quantum information processing, communication and computation [7]. In this respect, Gaussian states, in particular two-mode Gaussian states, play a key role since they can be easily created and controlled experimentally. Due to the unavoidable interaction with the environment, in order to describe realistically quantum information processes it is necessary to take decoherence and dissipation into consideration. Decoherence and dynamics of quantum entanglement in continuous variable open systems have been intensively studied in the last years $[8,9,10,11,12,13,14,15,16,17,18,19,20,21]$.

In this review paper we describe, in the framework of the theory of open systems based on completely positive quantum dynamical semigroups, the
dynamics of continuous variable quantum entanglement and quantum discord of a subsystem consisting of two uncoupled bosonic modes (harmonic oscillators) interacting with a common thermal environment. We are interested in discussing the correlation effect of the environment, therefore we assume that the two modes are independent, i.e. they do not interact directly. The initial state of the open system is taken of Gaussian form and the evolution under the quantum dynamical semigroup assures the preservation in time of the Gaussian form of the state. In particular, we consider unimodal squeezed states, squeezed vacuum states, and symmetric and nonsymmetric squeezed thermal states as initial states $[22,23,24]$. We show that entanglement suppression (entanglement sudden death) takes place for all temperatures of the environment, including zero temperature. We analyze the time evolution of Gaussian quantum discord, which is a measure of all quantum correlations in the bipartite state, including entanglement, and show that discord decays asymptotically in time under the effect of the thermal bath. This is contrast with the sudden death of entanglement. Before the suppression of the entanglement, the qualitative evolution of quantum discord is very similar to that of the entanglement.

The paper is organized as follows. In Sect. 2 the notion of the quantum dynamical semigroup is defined using the concept of a completely positive map. Then we give the general form of the Kossakowski-Lindblad quantum mechanical master equation describing the evolution of open quantum systems in the Markovian approximation. We mention the role of complete positivity in connection with the quantum entanglement of systems interacting with an external environment. In Sec. 3 we write the equations of motion in the Heisenberg picture for two independent bosonic modes interacting with a general environment and give the general solution of the evolution equation for the covariance matrix, i.e. we derive the variances and covariances of coordinates and momenta corresponding to a generic two-mode Gaussian state. Then, by using the Peres-Simon necessary and sufficient condition for separability of two-mode Gaussian states [25, 26], we investigate in Sec. 4 the dynamics of quantum correlations (quantum entanglement and Gaussian quantum discord) for the considered subsystem. We describe also the time evolution of the degree of classical correlations and of quantum mutual information. A summary and conclusions are given in Sec. 5. In Appendix we present some elementary notions and examples of quantum correlations (entanglement) in quantum information theory, and describe the influence of diffusion and dissipation on the dynamics of a harmonic oscillator interacting with an environment, in particular with a thermal bath.

## 2 Axiomatic theory of open quantum systems

The time evolution of a closed physical system is given by a dynamical group $U_{t}$, uniquely determined by its generator $H$, which is the Hamiltonian operator of the system. The action of the dynamical group $U_{t}$ on any density matrix $\rho$ from the set $\mathcal{D}(\mathcal{H})$ of all density matrices in the Hilbert space $\mathcal{H}$ of the quantum system is defined by

$$
\begin{equation*}
\rho(t)=U_{t}(\rho)=e^{-\frac{i}{\hbar} H t} \rho e^{\frac{i}{\hbar} H t} \tag{1}
\end{equation*}
$$

for all $t \in(-\infty, \infty)$. According to von Neumann, density operators $\rho \in$ $\mathcal{D}(\mathcal{H})$ are trace class $(\operatorname{Tr} \rho<\infty)$, self-adjoint $\left(\rho^{\dagger}=\rho\right)$, positive $(\rho>0)$ operators with $\operatorname{Tr} \rho=1$. All these properties are conserved by the time evolution defined by $U_{t}$.

In the case of open quantum systems, the time evolution $\Phi_{t}$ of the density operator $\rho(t)=\Phi_{t}(\rho)$ has to preserve the von Neumann conditions for all times. It follows that $\Phi_{t}$ must have the following properties:
(i) $\Phi_{\mathrm{t}}\left(\lambda_{1} \rho_{1}+\lambda_{2} \rho_{2}\right)=\lambda_{1} \Phi_{\mathrm{t}}\left(\rho_{1}\right)+\lambda_{2} \Phi_{\mathrm{t}}\left(\rho_{2}\right)$ for $\lambda_{1}, \lambda_{2} \geq 0, \lambda_{1}+\lambda_{2}=1$, i. e. $\Phi_{t}$ must preserve the convex structure of $\mathcal{D}(\mathcal{H})$,
(ii) $\Phi_{\mathrm{t}}\left(\rho^{\dagger}\right)=\Phi_{\mathrm{t}}^{\dagger}(\rho)$,
(iii) $\Phi_{\mathrm{t}}(\rho)>0$,
(iv) $\operatorname{Tr} \Phi_{\mathrm{t}}(\rho)=1$.

The time evolution $U_{t}$ for closed systems must be a group $U_{t+s}=U_{t} U_{s}$. We have also $U_{0}(\rho)=\rho$ and $U_{t}(\rho) \rightarrow \rho$ in the trace norm when $t \rightarrow 0$. The dual group $\widetilde{U}_{t}$ acting on the observables $A \in \mathcal{B}(\mathcal{H})$, i.e. on the bounded operators on $\mathcal{H}$, is given by

$$
\begin{equation*}
\widetilde{U}_{t}(A)=e^{\frac{i}{\hbar} H t} A e^{-\frac{i}{\hbar} H t} \tag{2}
\end{equation*}
$$

Then $\widetilde{U}_{t}(A B)=\widetilde{U}_{t}(A) \widetilde{U}_{t}(B)$ and $\widetilde{U}_{t}(I)=I$, where $I$ is the identity operator on $\mathcal{H}$. Also, $\widetilde{U}_{t}(A) \rightarrow A$ ultraweakly when $t \rightarrow 0$ and $\widetilde{U}_{t}$ is an ultraweakly continuous mapping [27, 28, 29]. These mappings have a strong positivity property called complete positivity:

$$
\begin{equation*}
\sum_{i, j} B_{i}^{\dagger} \widetilde{U}_{t}\left(A_{i}^{\dagger} A_{j}\right) B_{j} \geq 0, \quad A_{i}, B_{i} \in \mathcal{B}(\mathcal{H}) \tag{3}
\end{equation*}
$$

In the axiomatic approach to the description of the evolution of open quantum systems [27, 28, 29], one supposes that the time evolution $\Phi_{t}$ of open systems is not very different from the time evolution of closed systems. The simplest dynamics $\Phi_{t}$ which introduces a preferred direction in time,
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characteristic for dissipative processes, is that in which the group condition is replaced by the semigroup condition [27, 30, 31]

$$
\begin{equation*}
\Phi_{t+s}=\Phi_{t} \Phi_{s}, t, s \geq 0 . \tag{4}
\end{equation*}
$$

The complete positivity condition has the form:

$$
\begin{equation*}
\sum_{i, j} B_{i}^{\dagger} \widetilde{\Phi}_{t}\left(A_{i}^{\dagger} A_{j}\right) B_{j} \geq 0, \quad A_{i}, B_{i} \in \mathcal{B}(\mathcal{H}) \tag{5}
\end{equation*}
$$

where $\widetilde{\Phi}_{t}$ denotes the dual of $\Phi_{t}$ acting on $\mathcal{B}(\mathcal{H})$, defined by the duality condition

$$
\begin{equation*}
\operatorname{Tr}\left(\Phi_{t}(\rho) A\right)=\operatorname{Tr}\left(\rho \widetilde{\Phi}_{t}(A)\right) . \tag{6}
\end{equation*}
$$

Then the conditions $\operatorname{Tr} \Phi_{t}(\rho)=1$ and $\widetilde{\Phi}_{t}(I)=I$ are equivalent. Also the conditions $\widetilde{\Phi}_{t}(A) \rightarrow A$ ultraweakly when $t \rightarrow 0$ and $\Phi_{t}(\rho) \rightarrow \rho$ in the trace norm when $t \rightarrow 0$, are equivalent. For the semigroups with these properties and with a more weak property of positivity than Eq. (5), namely

$$
\begin{equation*}
A \geq 0 \rightarrow \widetilde{\Phi}_{t}(A) \geq 0 \tag{7}
\end{equation*}
$$

it is well known that there exists a (generally unbounded) mapping $\widetilde{L}-$ the generator of $\widetilde{\Phi}_{t}$, and $\widetilde{\Phi}_{t}$ is uniquely determined by $\widetilde{L}$. The dual generator of the dual semigroup $\Phi_{t}$ is denoted by $L$ :

$$
\begin{equation*}
\operatorname{Tr}(L(\rho) A)=\operatorname{Tr}(\rho \widetilde{L}(A)) . \tag{8}
\end{equation*}
$$

The evolution equations by which $L$ and $\widetilde{L}$ determine uniquely $\Phi_{t}$ and $\widetilde{\Phi}_{t}$, respectively, are given in the Schrödinger and Heisenberg picture by

$$
\begin{equation*}
\frac{d \Phi_{t}(\rho)}{d t}=L\left(\Phi_{t}(\rho)\right) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \widetilde{\Phi}_{t}(A)}{d t}=\widetilde{L}\left(\widetilde{\Phi}_{t}(A)\right) \tag{10}
\end{equation*}
$$

These equations replace in the case of open systems the von NeumannLiouville equations

$$
\begin{equation*}
\frac{d U_{t}(\rho)}{d t}=-\frac{i}{\hbar}\left[H, U_{t}(\rho)\right] \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \widetilde{U}_{t}(A)}{d t}=\frac{i}{\hbar}\left[H, \widetilde{U}_{t}(A)\right] \tag{12}
\end{equation*}
$$

respectively. For applications, Eqs. (9) and (10) are only useful if the detailed structure of the generator $L(\widetilde{L})$ is known and can be related to the concrete properties of the open systems described by such equations. For the class of dynamical semigroups which are completely positive and norm continuous, the generator $\widetilde{L}$ is bounded. In many applications the generator is unbounded.

According to Lindblad [29], the following argument can be used to justify the complete positivity of $\widetilde{\Phi}_{t}$ : if the open system is extended in a trivial way to a larger system described in a Hilbert space $\mathcal{H} \otimes \mathcal{K}$ with the time evolution defined by

$$
\begin{equation*}
\widetilde{W}_{t}(A \otimes B)=\widetilde{\Phi}_{t}(A) \otimes B, \quad A \in \mathcal{B}(\mathcal{H}), \quad B \in \mathcal{B}(\mathcal{K}) \tag{13}
\end{equation*}
$$

then the positivity of the states of the compound system will be preserved by $\widetilde{W}_{t}$ only if $\widetilde{\Phi}_{t}$ is completely positive. With this observation a new equivalent definition of the complete positivity is obtained: $\widetilde{\Phi}_{t}$ is completely positive if $\widetilde{W}_{t}$ is positive for any finite dimensional Hilbert space $\mathcal{K}$. The physical meaning of complete positivity can mainly be understood in relation to the existence of entangled states, the typical example being given by a vector state with a singlet-like structure that cannot be written as a tensor product of vector states. Positivity property guarantees the physical consistency of evolving states of single systems, while complete positivity prevents inconsistencies in entangled composite systems, and therefore the existence of entangled states makes the request of complete positivity necessary [32].

A bounded mapping $\widetilde{L}: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ which satisfies $\widetilde{L}(I)=0, \widetilde{L}\left(A^{\dagger}\right)=$ $\widetilde{L}^{\dagger}(A)$ and

$$
\begin{equation*}
\widetilde{L}\left(A^{\dagger} A\right)-\widetilde{L}\left(A^{\dagger}\right) A-A^{\dagger} \widetilde{L}(A) \geq 0 \tag{14}
\end{equation*}
$$

is called dissipative. The 2-positivity property of the completely positive mapping $\widetilde{\Phi}_{t}$ :

$$
\begin{equation*}
\widetilde{\Phi}_{t}\left(A^{\dagger} A\right) \geq \widetilde{\Phi}_{t}\left(A^{\dagger}\right) \widetilde{\Phi}_{t}(A) \tag{15}
\end{equation*}
$$

with equality at $t=0$, implies that $\widetilde{L}$ is dissipative. Conversely, the dissipativity of $\widetilde{L}$ implies that $\widetilde{\Phi}_{t}$ is 2-positive. $\widetilde{L}$ is called completely dissipative if all trivial extensions of $\widetilde{L}$ to a compound system described by $\mathcal{H} \otimes \mathcal{K}$
with any finite dimensional Hilbert space $\mathcal{K}$ are dissipative. There exists a one-to-one correspondence between the completely positive norm continuous semigroups $\widetilde{\Phi}_{t}$ and completely dissipative generators $\widetilde{L}$. The following structural theorem gives the most general form of a completely dissipative mapping $\widetilde{L}$ [29].

Theorem. $\widetilde{L}$ is completely dissipative and ultraweakly continuous if and only if it is of the form

$$
\begin{equation*}
\widetilde{L}(A)=\frac{i}{\hbar}[H, A]+\frac{1}{2 \hbar} \sum_{j}\left(V_{j}^{\dagger}\left[A, V_{j}\right]+\left[V_{j}^{\dagger}, A\right] V_{j}\right) \tag{16}
\end{equation*}
$$

where $V_{j}, \quad \sum_{j} V_{j}^{\dagger} V_{j} \in \mathcal{B}(\mathcal{H}), H \in \mathcal{B}(\mathcal{H})_{\text {s.a. }}$.
The dual generator on the state space (Schrödinger picture) is of the form

$$
\begin{equation*}
L(\rho)=-\frac{i}{\hbar}[H, \rho]+\frac{1}{2 \hbar} \sum_{j}\left(\left[V_{j} \rho, V_{j}^{\dagger}\right]+\left[V_{j}, \rho V_{j}^{\dagger}\right]\right) \tag{17}
\end{equation*}
$$

Eqs. (9) and (17) give the explicit form of the Kossakowski-Lindblad master equation, which is the most general time-homogeneous quantum mechanical Markovian master equation with a bounded Liouville operator [29, 31, 33, 34]:

$$
\begin{equation*}
\frac{d \Phi_{t}(\rho)}{d t}=-\frac{i}{\hbar}\left[H, \Phi_{t}(\rho)\right]+\frac{1}{2 \hbar} \sum_{j}\left(\left[V_{j} \Phi_{t}(\rho), V_{j}^{\dagger}\right]+\left[V_{j}, \Phi_{t}(\rho) V_{j}^{\dagger}\right]\right) \tag{18}
\end{equation*}
$$

The assumption of a semigroup dynamics is only applicable in the limit of weak coupling of the subsystem with its environment, i.e. for long relaxation times [35]. We mention that the majority of Markovian master equations found in the literature are of this form after some rearrangement of terms, even for unbounded generators. It is also an empirical fact for many physically interesting situations that the time evolutions $\Phi_{t}$ drive the system towards a unique final state $\rho(\infty)=\lim _{t \rightarrow \infty} \Phi_{t}(\rho(0))$ for all $\rho(0) \in \mathcal{D}(\mathcal{H})$.

## 3 Time evolution of two independent bosonic modes interacting with an environment

We are interested in the dynamics of quantum correlations in a subsystem composed of two non-interacting (independent) bosonic modes (harmonic oscillators) in weak interaction with a thermal environment, so that
their reduced time evolution can be described by a Markovian, completely positive quantum dynamical semigroup. If $\widetilde{\Phi}_{t}$ is the dynamical semigroup describing the irreversible time evolution of the open quantum system in the Heisenberg representation, then the Kossakowski-Lindblad master equation has the following form for an operator A (see Eqs. (10), (16)) [29, 31, 33, 34]:

$$
\begin{equation*}
\frac{d \widetilde{\Phi}_{t}(A)}{d t}=\frac{i}{\hbar}\left[H, \widetilde{\Phi}_{t}(A)\right]+\frac{1}{2 \hbar} \sum_{j}\left(V_{j}^{\dagger}\left[\widetilde{\Phi}_{t}(A), V_{j}\right]+\left[V_{j}^{\dagger}, \widetilde{\Phi}_{t}(A)\right] V_{j}\right) \tag{19}
\end{equation*}
$$

Here, $H$ denotes the Hamiltonian of the open system and the operators $V_{j}, V_{j}^{\dagger}$, defined on the Hilbert space of $H$, represent the interaction of the open system with the environment. We are interested in the set of Gaussian states, therefore we introduce quantum dynamical semigroups which preserve this set and in this case our model represents a Gaussian noise channel. Consequently $H$ is chosen as a polynomial of second degree in the coordinates $x, y$ and momenta $p_{x}, p_{y}$ of the two quantum oscillators and $V_{j}, V_{j}^{\dagger}$ are taken polynomials of first degree in these canonical observables. Then in the linear space spanned by the coordinates and momenta there exist only four linearly independent operators $V_{j=1,2,3,4}[36]$ :

$$
\begin{equation*}
V_{j}=a_{x j} p_{x}+a_{y j} p_{y}+b_{x j} x+b_{y j} y \tag{20}
\end{equation*}
$$

where $a_{x j}, a_{y j}, b_{x j}, b_{y j}$ are complex coefficients. The Hamiltonian $H$ of the two uncoupled non-resonant modes of identical mass $m$ and frequencies $\omega_{1}$ and $\omega_{2}$ is given by

$$
\begin{equation*}
H=\frac{1}{2 m}\left(p_{x}^{2}+p_{y}^{2}\right)+\frac{m}{2}\left(\omega_{1}^{2} x^{2}+\omega_{2}^{2} y^{2}\right) \tag{21}
\end{equation*}
$$

The fact that $\widetilde{\Phi}_{t}$ is a dynamical semigroup implies the positivity of the following matrix formed by the scalar products of the four vectors $\mathbf{a}_{x}, \mathbf{a}_{y}, \mathbf{b}_{x}, \mathbf{b}_{y}$, whose entries are the components $a_{x j}, a_{y j}, b_{x j}, b_{y j}$, respectively:

$$
\frac{1}{2} \bar{h}=\left(\begin{array}{cccc}
\left(\mathbf{a}_{x} \mathbf{a}_{x}\right) & \left(\mathbf{a}_{x} \mathbf{b}_{x}\right) & \left(\mathbf{a}_{x} \mathbf{a}_{y}\right) & \left(\mathbf{a}_{x} \mathbf{b}_{y}\right)  \tag{22}\\
\left(\mathbf{b}_{x} \mathbf{a}_{x}\right) & \left(\mathbf{b}_{x} \mathbf{b}_{x}\right) & \left(\mathbf{b}_{x} \mathbf{a}_{y}\right) & \left(\mathbf{b}_{x} \mathbf{b}_{y}\right) \\
\left(\mathbf{a}_{y} \mathbf{a}_{x}\right) & \left(\mathbf{a}_{y} \mathbf{b}_{x}\right) & \left(\mathbf{a}_{y} \mathbf{a}_{y}\right) & \left(\mathbf{a}_{y} \mathbf{b}_{y}\right) \\
\left(\mathbf{b}_{y} \mathbf{a}_{x}\right) & \left(\mathbf{b}_{y} \mathbf{b}_{x}\right) & \left(\mathbf{b}_{y} \mathbf{a}_{y}\right) & \left(\mathbf{b}_{y} \mathbf{b}_{y}\right)
\end{array}\right)
$$

Its matrix elements have to be chosen appropriately to suit various physical models of the environment. For a quite general environment able to induce noise and damping effects, we take this matrix of the following form,
where all the coefficients $D_{x x}, D_{x p_{x}}, \ldots$ and $\lambda$ are real quantities, representing the diffusion coefficients and, respectively, the dissipation constant:

$$
\left(\begin{array}{cccc}
D_{x x} & -D_{x p_{x}}-i \hbar \lambda / 2 & D_{x y} & -D_{x p_{y}}  \tag{23}\\
-D_{x p_{x}}+i \hbar \lambda / 2 & D_{p_{x} p_{x}} & -D_{y p_{x}} & D_{p_{x} p_{y}} \\
D_{x y} & -D_{y p_{x}} & D_{y y} & -D_{y p_{y}}-i \hbar \lambda / 2 \\
-D_{x p_{y}} & D_{p_{x} p_{y}} & -D_{y p_{y}}+i \hbar \lambda / 2 & D_{p_{y} p_{y}}
\end{array}\right)
$$

It follows that the principal minors of this matrix are positive or zero. From the Cauchy-Schwarz inequality the following relations hold for the coefficients defined in Eq. (23) (from now on we put, for simplicity, $\hbar=1$ ):

$$
\begin{gather*}
D_{x x} D_{p_{x} p_{x}}-D_{x p_{x}}^{2} \geq \frac{\lambda^{2}}{4}, D_{y y} D_{p_{y} p_{y}}-D_{y p_{y}}^{2} \geq \frac{\lambda^{2}}{4} \\
D_{x x} D_{y y}-D_{x y}^{2} \geq 0, D_{p_{x} p_{x}} D_{p_{y} p_{y}}-D_{p_{x} p_{y}}^{2} \geq 0 \\
D_{x x} D_{p_{y} p_{y}}-D_{x p_{y}}^{2} \geq 0, D_{y y} D_{p_{x} p_{x}}-D_{y p_{x}}^{2} \geq 0 \tag{24}
\end{gather*}
$$

The matrix of the coefficients (23) can be conveniently written as (T denotes the transposed matrix)

$$
\left(\begin{array}{cc}
C_{1} & C_{3}  \tag{25}\\
C_{3}^{\mathrm{T}} & C_{2}
\end{array}\right)
$$

in terms of $2 \times 2$ matrices $C_{1}=C_{1}{ }^{\dagger}, C_{2}=C_{2}{ }^{\dagger}$ and $C_{3}$. This decomposition has a direct physical interpretation: the elements containing the diagonal contributions $C_{1}$ and $C_{2}$ represent diffusion and dissipation coefficients corresponding to the first, respectively the second, system in absence of the other, while the elements in $C_{3}$ represent environment generated couplings between the two modes, taken initially independent.

We introduce the following $4 \times 4$ bimodal covariance matrix:

$$
\sigma(t)=\left(\begin{array}{cccc}
\sigma_{x x}(t) & \sigma_{x p_{x}}(t) & \sigma_{x y}(t) & \sigma_{x p_{y}}(t)  \tag{26}\\
\sigma_{x p_{x}}(t) & \sigma_{p_{x} p_{x}}(t) & \sigma_{y p_{x}}(t) & \sigma_{p_{x} p_{y}}(t) \\
\sigma_{x y}(t) & \sigma_{y p_{x}}(t) & \sigma_{y y}(t) & \sigma_{y p_{y}}(t) \\
\sigma_{x p_{y}}(t) & \sigma_{p_{x} p_{y}}(t) & \sigma_{y p_{y}}(t) & \sigma_{p_{y} p_{y}}(t)
\end{array}\right)
$$

where the correlations of operators $R_{i}$ and $R_{j}, i, j=1, . ., 4$, with $\mathbf{R}=$ $\left\{x, p_{x}, y, p_{y}\right\}$, are defined by using the density operator $\rho$ of the initial state of the quantum system, as follows:

$$
\begin{equation*}
\sigma_{R_{i} R_{j}}(t)=\frac{1}{2} \operatorname{Tr}\left[\rho\left(R_{i} R_{j}+R_{j} R_{i}\right)(t)\right]-\operatorname{Tr}\left[\rho R_{i}(t)\right] \operatorname{Tr}\left[\rho R_{j}(t)\right] \tag{27}
\end{equation*}
$$

The problem of solving the master equation for the operators in Heisenberg representation can be transformed into a problem of solving first-order in time, coupled linear differential equations for the covariance matrix elements. Namely, from Eq. (19) we obtain by direct calculation the following systems of equations for the quantum correlations of the canonical observables [36]:

$$
\begin{equation*}
\frac{d \sigma(t)}{d t}=Y \sigma(t)+\sigma(t) Y^{\mathrm{T}}+2 D \tag{28}
\end{equation*}
$$

where

$$
\begin{align*}
Y & =\left(\begin{array}{cccc}
-\lambda & 1 / m & 0 & 0 \\
-m \omega_{1}^{2} & -\lambda & 0 & 0 \\
0 & 0 & -\lambda & 1 / m \\
0 & 0 & -m \omega_{2}^{2} & -\lambda
\end{array}\right)  \tag{29}\\
D & =\left(\begin{array}{cccc}
D_{x x} & D_{x p_{x}} & D_{x y} & D_{x p_{y}} \\
D_{x p_{x}} & D_{p_{x}} p_{x} & D_{y p_{x}} & D_{p_{x} p_{y}} \\
D_{x y} & D_{y p_{x}} & D_{y y} & D_{y p_{y}} \\
D_{x p_{y}} & D_{p_{x} p_{y}} & D_{y p_{y}} & D_{p_{y} p_{y}}
\end{array}\right) \tag{30}
\end{align*}
$$

Introducing the notation $\sigma(\infty) \equiv \lim _{t \rightarrow \infty} \sigma(t)$, the time-dependent solution of Eq. (28) is given by [36]

$$
\begin{equation*}
\sigma(t)=M(t)[\sigma(0)-\sigma(\infty)] M^{\mathrm{T}}(t)+\sigma(\infty) \tag{31}
\end{equation*}
$$

where the matrix $M(t)=\exp (Y t)$ has to fulfill the condition $\lim _{t \rightarrow \infty} M(t)=$ 0 . In order that this limit exists, $Y$ must only have eigenvalues with negative real parts. The values at infinity are obtained from the equation

$$
\begin{equation*}
Y \sigma(\infty)+\sigma(\infty) Y^{\mathrm{T}}=-2 D \tag{32}
\end{equation*}
$$

## 4 Dynamics of quantum correlations

To describe the dynamics of quantum correlations, we use two types of measures: logarithmic negativity for entanglement, and quantum discord.

### 4.1 Time evolution of entanglement and logarithmic negativity

A well-known sufficient condition for inseparability is the so-called PeresHorodecki criterion [25, 37], which is based on the observation that the
non-completely positive nature of the partial transposition operation of the density matrix for a bipartite system (transposition with respect to degrees of freedom of one subsystem only) may turn an inseparable state into a nonphysical state. The signature of this non-physicality, and thus of quantum entanglement, is the appearance of a negative eigenvalue in the eigenspectrum of the partially transposed density matrix of a bipartite system. The characterization of the separability of continuous variable states using second-order moments of quadrature operators was given in Refs. [26, 38]. For Gaussian states, whose statistical properties are fully characterized by just second-order moments, this criterion was proven to be necessary and sufficient: a Gaussian continuous variable state is separable if and only if the partial transpose of its density matrix is non-negative (positive partial transpose (PPT) criterion).

The two-mode Gaussian state is entirely specified by its covariance matrix (30), which is a real, symmetric and positive matrix with the following block structure:

$$
\sigma(t)=\left(\begin{array}{cc}
A & C  \tag{33}\\
C^{\mathrm{T}} & B
\end{array}\right)
$$

where $A, B$ and $C$ are $2 \times 2$ Hermitian matrices. $A$ and $B$ denote the symmetric covariance matrices for the individual reduced one-mode states, while the matrix $C$ contains the cross-correlations between modes. When these correlations have non-zero values, then the states with $\operatorname{det} C \geq 0$ are separable states, while for $\operatorname{det} C<0$ it may be possible that the states are entangled.

The $4 \times 4$ covariance matrix (33) (where all first moments can be set to zero by means of local unitary operations which do not affect the entanglement) contains four local symplectic invariants in form of the determinants of the block matrices $A, B, C$ and covariance matrix $\sigma$. Based on the above invariants, Simon [26] derived the following PPT criterion for bipartite Gaussian continuous variable states: the necessary and sufficient condition for separability is $S(t) \geq 0$, where

$$
\begin{array}{r}
S(t) \equiv \operatorname{det} A \operatorname{det} B+\left(\frac{1}{4}-|\operatorname{det} C|\right)^{2} \\
-\operatorname{Tr}\left[A J C J B J C^{\mathrm{T}} J\right]-\frac{1}{4}(\operatorname{det} A+\operatorname{det} B) \tag{34}
\end{array}
$$

and $J$ is the $2 \times 2$ symplectic matrix

$$
J=\left(\begin{array}{cc}
0 & 1  \tag{35}\\
-1 & 0
\end{array}\right)
$$

For Gaussian states, the measures of entanglement of bipartite systems are based on the invariants constructed from the elements of the covariance matrix $[8,12]$. In order to quantify the degree of entanglement of the twomode states it is suitable to use the logarithmic negativity. For a Gaussian density operator, the logarithmic negativity is completely defined by the symplectic spectrum of the partial transpose of the covariance matrix. It is given by $E_{N}=\max \left\{0,-\log _{2} 2 \tilde{\nu}_{-}\right\}$, where $\tilde{\nu}_{-}$is the smallest of the two symplectic eigenvalues of the partial transpose $\tilde{\sigma}$ of the two-mode covariance matrix $\sigma$ [11]:

$$
\begin{equation*}
2 \tilde{\nu}_{\mp}^{2}=\tilde{\Delta} \mp \sqrt{\tilde{\Delta}^{2}-4 \operatorname{det} \sigma} \tag{36}
\end{equation*}
$$

and $\tilde{\Delta}$ is the symplectic invariant (seralian), given by $\tilde{\Delta}=\operatorname{det} A+\operatorname{det} B-$ $2 \operatorname{det} C$.

In our model, the logarithmic negativity is calculated as [39, 40]

$$
\begin{equation*}
E_{N}(t)=\max \left\{0,-\frac{1}{2} \log _{2}[4 g(\sigma(t))]\right\} \tag{37}
\end{equation*}
$$

where

$$
\begin{array}{r}
g(\sigma(t))=\frac{1}{2}(\operatorname{det} A+\operatorname{det} B)-\operatorname{det} C \\
-\left(\left[\frac{1}{2}(\operatorname{det} A+\operatorname{det} B)-\operatorname{det} C\right]^{2}-\operatorname{det} \sigma(t)\right)^{1 / 2} \tag{38}
\end{array}
$$

It determines the strength of entanglement for $E_{N}(t)>0$, and if $E_{N}(t) \leq 0$, then the state is separable.

We suppose that the asymptotic state of the considered open system is a Gibbs state corresponding to two independent bosonic modes in thermal equilibrium at temperature $T$. Then the quantum diffusion coefficients have the following form [34]:

$$
\begin{array}{r}
m \omega_{1} D_{x x}=\frac{D_{p_{x} p_{x}}}{m \omega_{1}}=\frac{\lambda}{2} \operatorname{coth} \frac{\omega_{1}}{2 k T}, \\
m \omega_{2} D_{y y}=\frac{D_{p_{y} p_{y}}}{m \omega_{2}}=\frac{\lambda}{2} \operatorname{coth} \frac{\omega_{2}}{2 k T}  \tag{39}\\
D_{x p_{x}}=D_{y p_{y}}=D_{x y}=D_{p_{x} p_{y}}=D_{x p_{y}}=D_{y p_{x}}=0
\end{array}
$$

The elements of the covariance matrix can be calculated from Eqs. (31), (32).

In the following, we analyze the dependence of the Simon function $S(t)$ and of the logarithmic negativity $E_{N}(t)$ on time $t$ and temperature $T$ of the thermal bath, with the diffusion coefficients given by Eqs. (39). We consider two types of the initial Gaussian states: separable and entangled.

1) We consider a separable initial Gaussian state, with the two modes initially prepared in their single-mode squeezed states (unimodal squeezed state) and with its initial covariance matrix taken of the form

$$
\sigma_{s}(0)=\frac{1}{2}\left(\begin{array}{cccc}
\cosh 2 r & \sinh 2 r & 0 & 0  \tag{40}\\
\sinh 2 r & \cosh 2 r & 0 & 0 \\
0 & 0 & \cosh 2 r & \sinh 2 r \\
0 & 0 & \sinh 2 r & \cosh 2 r
\end{array}\right)
$$

where $r$ denotes the squeezing parameter. In this case $S(t)$ becomes strictly positive after the initial moment of time $(S(0)=0)$, so that the initial separable state remains separable for all values of the temperature $T$ and for all times.
2) We take an entangled initial Gaussian state of the form of a two-mode vacuum squeezed state, with the initial covariance matrix given by

$$
\sigma_{e}(0)=\frac{1}{2}\left(\begin{array}{cccc}
\cosh 2 r & 0 & \sinh 2 r & 0  \tag{41}\\
0 & \cosh 2 r & 0 & -\sinh 2 r \\
\sinh 2 r & 0 & \cosh 2 r & 0 \\
0 & -\sinh 2 r & 0 & \cosh 2 r
\end{array}\right)
$$

We observe that for all temperatures $T$, at certain finite moment of time, which depends on $T, E_{N}(t)$ becomes zero and therefore the state becomes separable. This is the so-called phenomenon of entanglement sudden death [23, 41]. It is in contrast to the quantum decoherence, during which the loss of quantum coherence is usually gradual [17, 42].
3) We assume that the initial Gaussian state is a two-mode squeezed thermal state, with the covariance matrix of the form [43]

$$
\sigma_{s t}(0)=\left(\begin{array}{cccc}
a & 0 & c & 0  \tag{42}\\
0 & a & 0 & -c \\
c & 0 & b & 0 \\
0 & -c & 0 & b
\end{array}\right)
$$

with the matrix elements given by

$$
\begin{array}{r}
a=n_{1} \cosh ^{2} r+n_{2} \sinh ^{2} r+\frac{1}{2} \cosh 2 r, \\
b=n_{1} \sinh ^{2} r+n_{2} \cosh ^{2} r+\frac{1}{2} \cosh 2 r,  \tag{43}\\
c=\frac{1}{2}\left(n_{1}+n_{2}+1\right) \sinh 2 r,
\end{array}
$$

where $n_{1}, n_{2}$ are the average number of thermal photons associated with the two modes and $r$ denotes the squeezing parameter. In the particular case $n_{1}=0$ and $n_{2}=0$, (42) becomes the covariance matrix of the twomode squeezed vacuum state (41). A two-mode squeezed thermal state is entangled when the squeezing parameter $r$ satisfies the inequality $r>r_{s}$ [43], where

$$
\begin{equation*}
\cosh ^{2} r_{s}=\frac{\left(n_{1}+1\right)\left(n_{2}+1\right)}{n_{1}+n_{2}+1} . \tag{44}
\end{equation*}
$$



Figure 1: Logarithmic negativity $E_{N}$ versus time $t$ and temperature $T$ for an entangled initial non-symmetric squeezed thermal state with squeezing parameter $r=3, n_{1}=3, n_{2}=1$ and $\lambda=0.1, \omega_{1}=1, \omega_{2}=2$. We take $m=\hbar=k=1$.

The evolution of entangled initial squeezed thermal states with the covariance matrix given by Eq. (42) is illustrated in Fig. 1, where we represent the dependence of the logarithmic negativity $E_{N}(t)$ on time $t$ and temperature $T$ for the case of an initial non-symmetric Gaussian state $(a \neq b)$. For
all temperatures $T$, including zero temperature, at certain finite moment of time, which depends on $T, E_{N}(t)$ becomes zero and therefore the state becomes separable. One can show that the dissipation favors the phenomenon of entanglement sudden death - with increasing the dissipation parameter $\lambda$, the entanglement suppression happens earlier. The same qualitative behaviour of the time evolution of entanglement was obtained previously in the particular case $n_{1}=0$ and $n_{2}=0$ corresponding to an initial two-mode squeezed vacuum state and in the case of symmetric initial squeezed thermal states.

One can assert that the asymmetry $(a \neq b)$ of the initial Gaussian state favors the suppression of entanglement. The most robust under the influence of the environment is the entanglement of symmetric $(a=b)$ initial squeezed thermal states. An even stronger influence on the entanglement has the non-resonant character of the two modes: by increasing the ratio of the frequencies of the two modes, the entanglement sudden death happens earlier in time. The longest surviving entanglement takes place when the modes are resonant $\left(\omega_{1}=\omega_{2}\right)$. This effect due to the non-resonance of the modes is stronger for small values of the frequencies, and it diminishes, for the same ratio of frequencies, by increasing the values of frequencies.

In our model, in which we suppose that the asymptotic state of the considered open system is a Gibbs state corresponding to two independent bosonic modes in thermal equilibrium, a separable initial state remains separable in time, and it is not possible to generate entanglement. This is in contrast with the possibility of entanglement generation starting, for instance, with a separable state in the case of two non-interacting two-level systems immersed in a common bath [32]. At the same time we notice that in the case of two identical harmonic oscillators interacting with a general environment, characterized by general diffusion and dissipation coefficients, we obtain that for separable initial states and for definite values of these coefficients, entanglement generation or a periodic generation and collapse of entanglement take place [40, 44]. In discussing the entanglement decay, it is interesting to mention that models have been elaborated to realize quantum feedback control of continuous variable entanglement for a system consisting of two interacting bosonic modes plunged into an environment, based on a local technique [45], or on a nonlocal homodyne measurement [46].

The dynamics of entanglement of the two modes strongly depends on the initial states and the coefficients describing the interaction of the system with the thermal environment (dissipation constant and temperature). As expected, the logarithmic negativity has a behaviour similar to that one of the Simon function in what concerns the characteristics of the state of being
separable or entangled [39, 40, 42, 44].

### 4.2 Asymptotic entanglement

On general grounds, one expects that the effects of decoherence is dominant in the long-time regime, so that no quantum correlations (entanglement) is expected to be left at infinity. Indeed, using the diffusion coefficients given by Eqs. (39), we obtain from Eq. (32) the following elements of the asymptotic matrices $A(\infty)$ and $B(\infty)$ :

$$
\begin{align*}
& m \omega_{1} \sigma_{x x}(\infty)=\frac{\sigma_{p_{x} p_{x}}(\infty)}{m \omega_{1}}=\frac{1}{2} \operatorname{coth} \frac{\omega_{1}}{2 k T}, \\
& m \omega_{x p_{x}}(\infty)=0  \tag{45}\\
& m \sigma_{y y}(\infty)=\frac{\sigma_{p_{y} p_{y}}(\infty)}{m \omega_{2}}=\frac{1}{2} \operatorname{coth} \frac{\omega_{2}}{2 k T}, \quad \sigma_{y p_{y}}(\infty)=0
\end{align*}
$$

and of the entanglement matrix $C(\infty)$ :

$$
\begin{equation*}
\sigma_{x y}(\infty)=\sigma_{x p_{y}}(\infty)=\sigma_{y p_{x}}(\infty)=\sigma_{p_{x} p_{y}}(\infty)=0 \tag{46}
\end{equation*}
$$

Then the Simon expression (34) takes the following form in the limit of large times:

$$
\begin{equation*}
S(\infty)=\frac{1}{16}\left(\operatorname{coth}^{2} \frac{\omega_{1}}{2 k T}-1\right)\left(\operatorname{coth}^{2} \frac{\omega_{2}}{2 k T}-1\right) \tag{47}
\end{equation*}
$$

and, correspondingly, the equilibrium asymptotic state is always separable in the case of two non-interacting bosonic modes immersed in a common thermal reservoir.

In Refs. $[20,21,39,40,42,44]$ we described the dependence of the logarithmic negativity $E_{N}(t)$ on time and mixed diffusion coefficient for two modes interacting with a general environment. In the present case of a thermal bath, the asymptotic logarithmic negativity is given by (for $\omega_{1} \leq \omega_{2}$ )

$$
\begin{equation*}
E_{N}(\infty)=-\log _{2} \operatorname{coth} \frac{\omega_{2}}{2 k T} \tag{48}
\end{equation*}
$$

It depends only on temperature, and does not depend on the initial Gaussian state. $E_{N}(\infty)<0$ for $T \neq 0$ and $E_{N}(\infty)=0$ for $T=0$, and this confirms the previous statement that the asymptotic state is always separable.

### 4.3 Gaussian quantum discord

The separability of quantum states has often been described as a property synonymous with the classicality. However, recent studies have shown
that separable states, usually considered as being classically correlated, might also contain quantum correlations. Quantum discord was introduced $[4,5]$ as a measure of all quantum correlations in a bipartite state, including - but not restricted to - entanglement. Quantum discord has been defined as the difference between two quantum analogues of classically equivalent expression of the mutual information, which is a measure of total correlations in a quantum state. For pure entangled states quantum discord coincides with the entropy of entanglement. Quantum discord can be different from zero also for some mixed separable state and therefore the correlations in such separable states with positive discord are an indicator of quantumness. States with zero discord represent essentially a classical probability distribution embedded in a quantum system.

For an arbitrary bipartite state $\rho_{12}$, the total correlations are expressed by quantum mutual information [47]

$$
\begin{equation*}
I\left(\rho_{12}\right)=\sum_{i=1,2} S\left(\rho_{i}\right)-S\left(\rho_{12}\right) \tag{49}
\end{equation*}
$$

where $\rho_{i}$ represents the reduced density matrix of subsystem $i$ and $S(\rho)=$ $-\operatorname{Tr}(\rho \ln \rho)$ is the von Neumann entropy. Henderson and Vedral [6] proposed a measure of bipartite classical correlations $C\left(\rho_{12}\right)$ based on a complete set of local projectors $\left\{\Pi_{2}^{k}\right\}$ on the subsystem 2: the classical correlation in the bipartite quantum state $\rho_{12}$ can be given by

$$
\begin{equation*}
C\left(\rho_{12}\right)=S\left(\rho_{1}\right)-\inf _{\left\{\Pi_{2}^{k}\right\}}\left\{S\left(\rho_{1 \mid 2}\right)\right\} \tag{50}
\end{equation*}
$$

where $S\left(\rho_{1 \mid 2}\right)=\sum_{k} p^{k} S\left(\rho_{1}^{k}\right)$ is the conditional entropy of subsystem 1 and $\inf \left\{S\left(\rho_{1 \mid 2}\right)\right\}$ represents the minimal value of the entropy with respect to a complete set of local measurements $\left\{\Pi_{2}^{k}\right\}$. Here, $p^{k}$ is the measurement probability for the $k$ th local projector and $\rho_{1}^{k}$ denotes the reduced state of subsystem 1 after the local measurements. Then the quantum discord is defined by

$$
\begin{equation*}
D\left(\rho_{12}\right)=I\left(\rho_{12}\right)-C\left(\rho_{12}\right) \tag{51}
\end{equation*}
$$

Originally the quantum discord was defined and evaluated mainly for finite dimensional systems. Recently $[48,49]$ the notion of discord has been extended to the domain of continuous variable systems, in particular to the analysis of bipartite systems described by two-mode Gaussian states. Closed formulas have been derived for bipartite thermal squeezed states [48] and for all two-mode Gaussian states [49].

The Gaussian quantum discord of a general two-mode Gaussian state $\rho_{12}$ can be defined as the quantum discord where the conditional entropy is restricted to generalized Gaussian positive operator valued measurements (POVM) on the mode 2 and in terms of symplectic invariants it is given by (the symmetry between the two modes 1 and 2 is broken) [49]

$$
\begin{equation*}
D=f(\sqrt{\beta})-f\left(\nu_{-}\right)-f\left(\nu_{+}\right)+f(\sqrt{\varepsilon}) \tag{52}
\end{equation*}
$$

where

$$
\begin{gather*}
f(x)=\frac{x+1}{2} \log \frac{x+1}{2}-\frac{x-1}{2} \log \frac{x-1}{2}  \tag{53}\\
\varepsilon=\left\{\begin{array}{c}
\frac{2 \gamma^{2}+(\beta-1)(\delta-\alpha)+2|\gamma| \sqrt{\gamma^{2}+(\beta-1)(\delta-\alpha)}}{(\beta-1)^{2}} \\
\text { if }(\delta-\alpha \beta)^{2} \leq(\beta+1) \gamma^{2}(\alpha+\delta) \\
\frac{\alpha \beta-\gamma^{2}+\delta-\sqrt{\gamma^{4}+(\delta-\alpha \beta)^{2}-2 \gamma^{2}(\delta+\alpha \beta)}}{2 \beta} \\
\text { otherwise, } \\
\alpha=4 \operatorname{det} A, \quad \beta=4 \operatorname{det} B, \quad \gamma=4 \operatorname{det} C, \quad \delta=16 \operatorname{det} \sigma
\end{array}\right. \tag{54}
\end{gather*}
$$

and $\nu_{\mp}$ are the symplectic eigenvalues of the state, given by

$$
\begin{equation*}
2 \nu_{\mp}^{2}=\Delta \mp \sqrt{\Delta^{2}-4 \operatorname{det} \sigma} \tag{56}
\end{equation*}
$$

where $\Delta=\operatorname{det} A+\operatorname{det} B+2 \operatorname{det} C$. Notice that Gaussian quantum discord only depends on $|\operatorname{det} C|$, i.e., entangled ( $\operatorname{det} C<0$ ) and separable states are treated on equal footing.

The evolution of the Gaussian quantum discord $D$ is illustrated in Fig. 2, where we represent the dependence of $D$ on time $t$ and temperature $T$ for an entangled initial non-symmetric Gaussian state, taken of the form of a two-mode squeezed thermal state (42), for such values of the parameters which satisfy for all times the first condition in formula (54). The Gaussian discord has nonzero values for all finite times and this fact certifies the existence of non-classical correlations in two-mode Gaussian states, either separable or entangled. Gaussian discord asymptotically decreases in time, compared to the case of logarithmic negativity, which has an evolution leading to a sudden suppression of entanglement. For entangled initial states the Gaussian discord remains strictly positive in time and in the limit of infinite


Figure 2: Gaussian quantum discord $D$ versus time $t$ and temperature $T$ for an entangled initial non-symmetric squeezed thermal state with squeezing parameter $r=3, n_{1}=3, n_{2}=1$ and $\lambda=0.1, \omega_{1}=1, \omega_{2}=2$. We take $m=\hbar=k=1$.
time it tends asymptotically to zero, corresponding to the thermal product (separable) state, with no correlations at all. One can easily show that for a separable initial Gaussian state with covariance matrix (42) the quantum discord is zero and it keeps this values during the whole time evolution of the state.

From Fig. 2 we notice that, in agreement with the general properties of the Gaussian quantum discord [49], the states can be either separable or entangled for $D \leq 1$ and all the states above the threshold $D=1$ are entangled. We also notice that the decay of quantum discord is stronger when the temperature $T$ is increasing. It should be remarked that the decay of quantum discord is very similar to that of the entanglement before the time of the sudden death of entanglement. Near the threshold of zero logarithmic negativity ( $E_{N}=0$ ), the nonzero values of the discord can quantify the non-classical correlations for separable mixed states and one considers that this fact could make possible some tasks in quantum computation [50]. The discord is increasing with the squeezing parameter $r$ and it is decreasing with increasing the ratio of the frequencies $\omega_{1}$ and $\omega_{2}$ of the two modes and the difference of parameters $a$ and $b$.

### 4.4 Classical corellations and quantum mutual information

The measure of classical correlations for a general two-mode Gaussian state $\rho_{12}$ can also be calculated and it is given by [49]

$$
\begin{equation*}
C=f(\sqrt{\alpha})-f(\sqrt{\varepsilon}) \tag{57}
\end{equation*}
$$

while the expression of the quantum mutual information, which measures the total correlations, is given by

$$
\begin{equation*}
I=f(\sqrt{\alpha})+f(\sqrt{\beta})-f\left(\nu_{-}\right)-f\left(\nu_{+}\right) \tag{58}
\end{equation*}
$$



Figure 3: Quantum mutual information $I$ versus time $t$ and temperature $T$ for an entangled initial non-symmetric squeezed thermal state with squeezing parameter $r=3, n_{1}=3, n_{2}=1$ and $\lambda=0.1, \omega_{1}=1, \omega_{2}=2$. We take $m=\hbar=k=1$. There are also represented the Gaussian quantum discord and classical correlations.

In Fig. 3 we illustrate the evolution of classical correlations $C$ and quantum mutual information $I$, as functions of time $t$ and temperature $T$ for an entangled initial Gaussian state, taken of the form of a two-mode squeezed thermal state (42). These two quantities manifest a qualitative behaviour similar to that one of the Gaussian discord: they have nonzero values for all finite times and in the limit of infinite time they tend asymptotically to zero, corresponding to the thermal product (separable) state, with no correlations at all. One can also see that the classical correlations and quantum mutual information decrease with increasing the temperature of the thermal bath. One can show that the classical correlations and quantum mutual information increase with increasing the squeezing parameter $r$ and the difference of parameters $a$ and $b$. At the same time classical correlations increase with the ratio of the frequencies $\omega_{1}$ and $\omega_{2}$ of the two modes, while quantum mutual
information is decreasing with increasing this ratio. For comparison these quantities as well as quantum discord are represented on the same graphic. In the considered case the value of classical correlations is larger than that of quantum correlations, represented by the Gaussian quantum discord.

## 5 Conclusion

We have given a brief review of the theory of open quantum systems based on completely positive quantum dynamical semigroups and mentioned the necessity of the complete positivity for the existence of entangled states of systems interacting with an external environment. In the framework of this theory, by using the Peres-Simon necessary and sufficient condition for separability of two-mode Gaussian states, we investigated the Markovian dynamics of quantum correlations for a subsystem composed of two noninteracting bosonic modes embedded in a thermal bath. We have analyzed the influence of the environment on the dynamics of quantum entanglement and quantum discord for Gaussian initial states. We have described the time evolution of the logarithmic negativity, which characterizes the degree of entanglement of the quantum state, in terms of the covariance matrix for squeezed vacuum states and squeezed thermal states, for the case when the asymptotic state of the considered open system is a Gibbs state corresponding to two independent quantum harmonic oscillators in thermal equilibrium. For all values of the temperature of the thermal reservoir, an initial separable Gaussian state remains separable for all times. The dynamics of the quantum entanglement strongly depends on the initial states and the parameters characterizing the environment (temperature and dissipation constant). For an entangled initial squeezed vacuum state and squeezed thermal state, entanglement suppression (entanglement sudden death) takes place for all values of the temperatures of the environment, including zero temperature. The time when the entanglement is suppressed decreases with increasing the temperature and dissipation.

We described also the time evolution of Gaussian quantum discord, which is a measure of all quantum correlations in the bipartite state, including entanglement. The values of quantum discord decrease asymptotically in time. This is in contrast to the sudden death of entanglement. The time evolution of quantum discord is very similar to that of entanglement before the sudden suppression of the entanglement. Quantum discord is decreasing with increasing the temperature. After the sudden death of entanglement the nonzero values of discord manifest the existence of quantum correlations
for separable mixed states. One considers that the robustness of quantum discord could favorize the realization of scalable quantum computing in contrast to the fragility of the entanglement [50]. We described also the time evolution of classical correlations and quantum mutual information, which measures the total correlations of the quantum system.

The existence of quantum correlations between the two bosonic modes interacting with a common environment is the result of the competition between entanglement and quantum decoherence. From the formal point of view, entanglement suppression corresponds to the finite time vanishing of the Simon separability function or, respectively, of the logarithmic negativity.

Presently there is a large debate relative to the physical interpretation existing behind the fascinating phenomena of quantum decoherence and existence of quantum correlations - quantum entanglement and quantum discord. Due to the increased interest manifested towards the continuous variables approach $[7,51]$ to quantum information theory, the present results, in particular the existence of quantum discord and the possibility of maintaining a bipartite entanglement in a thermal environment for long times, might be useful in controlling entanglement and discord in open systems and also for applications in the field of quantum information processing and communication.

## 6 Appendix

1. Quantum information is the study of the information processing tasks that can be accomplished using quantum mechanical systems [1].

Quantum theory, formalized in the first few decades of the 20th century, contains elements that are radically different from the classical description of Nature. An important aspect in these fundamental differences is the existence of quantum correlations in the quantum formalism. In the classical description of Nature, if a system is formed by different subsystems, complete knowledge of the whole system implies that the sum of the information of the subsystems makes up the complete information for the whole system. This is no longer true in the quantum formalism. In the quantum world, there exist states of composite systems for which we might have the complete information, while our knowledge about the subsystems might be completely random. One may reach some paradoxical conclusions if one
applies a classical description to states which have characteristic quantum signatures. During the last decades, it was realized that these fundamentally nonclassical states, also denoted as entangled states, can provide us with something else than just paradoxes. They may be used to perform tasks that cannot be achieved with classical states. As benchmarks of this turning point in our view of such nonclassical states, one might mention the spectacular discoveries of (entanglement-based) quantum cryptography, quantum dense coding, and quantum teleportation [52].

Let us consider a bipartite system, which is traditionally supposed to be in possession of Alice (A) and Bob (B), who can be located in distant regions. Let Alice's physical system be described by the Hilbert space $\mathcal{H}_{\mathcal{A}}$ and that of Bob by $\mathcal{H}_{\mathcal{B}}$. Then the joint physical system of Alice and Bob is described by the tensor product Hilbert space $\mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}}$.

A pure state, i.e., a projector $\left|\psi_{A B}><\psi_{A B}\right|$ on a vector $\mid \psi_{A B}>\epsilon$ $\mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}}$, is a product state if the states of local subsystems are also pure states, that is, if $\left|\psi_{A B}>=\left|\psi_{A}>\otimes\right| \psi_{B}>\right.$. However, there are states that cannot be written in this form. These states are called entangled states.

An example of entangled state is the well-known singlet state $(\mid 01>$ $-\mid 10>) / \sqrt{2}$ (Bell state), where $\mid 0>$ and $\mid 1>$ are two orthonormal states.

A mixed state described by a density operator $\rho_{A B}$ of a two-party system is separable if and only if it can be represented as a convex combination of the product states:

$$
\rho_{A B}=\sum_{i} p_{i} \rho_{A}^{i} \otimes \rho_{B}^{i}
$$

where $p_{i}$ is a probability distribution. Otherwise, the mixed state is said to be inseparable (entangled).

An important operational entanglement criterion is the positive partial transposition (PPT) criterion for detecting entanglement: given a bipartite state $\rho_{A B}$, find the eigenvalues of any of its partial transpositions with respect to one of the subsystems (transposition is equivalent to time reversal, or, expressed in terms of continuous variables, sign change of the momenta). A negative eigenvalue immediately implies that the state is entangled. Examples of states for which the partial transposition has negative eigenvalues include the singlet state.

The notion of entanglement appeared explicitly in the literature first in 1935 , long before the dawn of the relatively young field of quantum information, and without any reference to discrete-variable qubit states. In fact, the entangled states treated in this 1935 paper by Einstein, Podolsky, and Rosen (EPR) were two-particle states quantum mechanically correlated
with respect to their positions and momenta. The concept of entanglement has played an important role in quantum physics ever since its discovery last century and has now been recognized as a key resource in quantum information science.

The superposition principle leads to the existence of entangled states of two or more quantum systems and such states are characterized by the existence of correlations between the systems, the form of which cannot be satisfactorily accounted for by any classical theory. These have played a central role in the development of quantum theory since early in its development, starting with the famous paradox or dilemma of EPR. No less disturbing than the EPR dilemma is the problem of Schrödinger cat, an example of the apparent absurdity of following entanglement into the macroscopic world. It was Schrödinger who gave us the name entanglement (in German, "Verschränkung"); he emphasized its fundamental significance when he wrote, "I would call this not one but the characteristic trait of quantum mechanics, the one that enforces the entire departure from classical thought".

The prime example for an entangled Gaussian state is the pure two-mode squeezed (vacuum) state, described by the Gaussian Wigner function

$$
\begin{array}{r}
W_{\text {svs }}=\frac{4}{\pi^{2}} \times \exp \left\{-e^{-2 r}\left[\left(x_{A}+x_{B}\right)^{2}+\left(p_{A}-p_{B}\right)^{2}\right]-\right. \\
\left.e^{+2 r}\left[\left(x_{A}-x_{B}\right)^{2}+\left(p_{A}+p_{B}\right)^{2}\right]\right\}
\end{array}
$$

where $x_{A}, p_{A}, x_{B}, p_{B}$ are the coordinates and momenta of the the two-mode system and $r$ is the squeezing parameter.

A unique measure of bipartite entanglement for pure states is given by the partial von Neumann entropy. This is the von Neumann entropy, of the reduced system after tracing out either subsystem: $\operatorname{Tr} \rho_{A} \ln \rho_{A}=\operatorname{Tr} \rho_{B} \ln \rho_{B}$, where $\rho_{A}=\operatorname{Tr}_{B} \rho_{A B}, \rho_{B}=\operatorname{Tr}_{A} \rho_{A B}$.

In order to quantify the degrees of entanglement of an infinite-dimensional bipartite system states it is suitable to use the logarithmic negativity. The logarithmic negativity of a bipartite system consisting of two subsystems A and B is $E_{N}=\log _{2}\left\|\rho^{\mathrm{T}_{\mathrm{B}}}\right\|_{1}$, where $\rho^{\mathrm{T}_{\mathrm{B}}}$ means the partial transpose of a mixed state density matrix operator $\rho_{A B}$ with respect to subsystem $B$. The operation $\|\cdot\|_{1}$ denotes the trace norm, which for any Hermitian operator $O$ is defined as $\|O\|_{1} \equiv \operatorname{Tr}|O| \equiv \operatorname{Tr} \sqrt{O^{\dagger} O}$ and it is calculated as the sum of absolute values of the eigenvalues of $O$.

Logarithmic negativity quantifies the degree of violation of PPT criterion for separability, i.e. how much the partial transposition of $\rho$ fails to be positive and it is based on negative eigenvalues of the partial transpose of the subsystem density matrix. For a Gaussian density operator, the negativity
is completely defined by the symplectic spectrum of the partial transpose of the covariance matrix.
2. The damped quantum harmonic oscillator is considered in the framework of the theory of open systems based on completely positive quantum dynamical semigroups [33, 34]. The basic assumption is that the general form of a bounded mapping $L$ given by Lindblad theorem is also valid for an unbounded completely dissipative mapping $L$ :

$$
L(\rho)=-\frac{i}{\hbar}[H, \rho]+\frac{1}{2 \hbar} \sum_{j}\left(\left[V_{j} \rho, V_{j}^{\dagger}\right]+\left[V_{j}, \rho V_{j}^{\dagger}\right]\right) .
$$

This assumption gives one of the simplest way to construct an appropriate model for this quantum dissipative system. Another simple condition imposed to the operators $H, V_{j}, V_{j}^{\dagger}$ is that they are functions of the basic observables of the one-dimensional quantum mechanical system $q$ and $p$ with $[q, p]=i \hbar I$, where $I$ is the identity operator on $\mathcal{H}$ of such kind that the obtained model is exactly solvable. A precise version for this last condition is that linear spaces spanned by the first degree (respectively second degree) noncommutative polynomials in $p$ and $q$ are invariant to the action of the completely dissipative mapping $L$. This condition implies that $V_{j}$ are at most first degree polynomials in $p$ and $q$ and $H$ is at most a second degree polynomial in $p$ and $q$.

Beacause in the linear space of the first degree polynomials in $p$ and $q$ the operators $p$ and $q$ give a basis, there exist only two $C$-linear independent operators $V_{1}, V_{2}$ which can be written in the form

$$
V_{i}=a_{i} p+b_{i} q, i=1,2,
$$

with $a_{i}, b_{i}$ complex numbers. The constant term is omitted because its contribution to the generator $L$ is equivalent to terms in $H$ linear in $p$ and $q$ which for simplicity are chosen to be zero. Then $H$ is chosen of the form

$$
H=H_{0}+\frac{\mu}{2}(p q+q p), \quad H_{0}=\frac{1}{2 m} p^{2}+\frac{m \omega^{2}}{2} q^{2} .
$$

With these choices the Markovian master equation can be written:

$$
\begin{aligned}
\frac{d \rho}{d t} & =-\frac{i}{\hbar}\left[H_{0}, \rho\right]-\frac{i}{2 \hbar}(\lambda+\mu)[q, \rho p+p \rho]+\frac{i}{2 \hbar}(\lambda-\mu)[p, \rho q+q \rho] \\
& -\frac{D_{p p}}{\hbar^{2}}[q,[q, \rho]]-\frac{D_{q q}}{\hbar^{2}}[p,[p, \rho]]+\frac{D_{p q}}{\hbar^{2}}([q,[p, \rho]]+[p,[q, \rho]]) .
\end{aligned}
$$

Here we used the notations:

$$
\begin{array}{r}
D_{q q}=\frac{\hbar}{2} \sum_{j=1,2}\left|a_{j}\right|^{2}, D_{p p}=\frac{\hbar}{2} \sum_{j=1,2}\left|b_{j}\right|^{2} \\
D_{p q}=D_{q p}=-\frac{\hbar}{2} \operatorname{Re} \sum_{j=1,2} a_{j}^{*} b_{j}, \lambda=-\operatorname{Im} \sum_{j=1,2} a_{j}^{*} b_{j}
\end{array}
$$

where $D_{p p}, D_{q q}$ and $D_{p q}$ are the diffusion coefficients and $\lambda$ the friction constant. They satisfy the following fundamental constraints:
i) $D_{p p}>0$
ii) $D_{q q}>0$
iii) $D_{p p} D_{q q}-D_{p q}^{2} \geq \lambda^{2} \hbar^{2} / 4$.

We introduce the following notations:

$$
\begin{gathered}
\sigma_{q}(t)=\operatorname{Tr}(\rho(t) q) \\
\sigma_{p}(t)=\operatorname{Tr}(\rho(t) p) \\
\sigma_{q q}=\operatorname{Tr}\left(\rho(t) q^{2}\right)-\sigma_{q}^{2}(t) \\
\sigma_{p p}=\operatorname{Tr}\left(\rho(t) p^{2}\right)-\sigma_{p}^{2}(t) \\
\sigma_{p q}(t)=\operatorname{Tr}\left(\rho(t) \frac{p q+q p}{2}\right)-\sigma_{p}(t) \sigma_{q}(t)
\end{gathered}
$$

In the Heisenberg picture the master equation has the following symmetric form:

$$
\begin{aligned}
\frac{d \widetilde{\Phi}_{t}(A)}{d t} & =\widetilde{L}\left(\widetilde{\Phi}_{t}(A)\right)=\frac{i}{\hbar}\left[H_{0}, \widetilde{\Phi}_{t}(A)\right]-\frac{i}{2 \hbar}(\lambda+\mu)\left(\left[\widetilde{\Phi}_{t}(A), q\right] p+p\left[\widetilde{\Phi}_{t}(A), q\right]\right) \\
& +\frac{i}{2 \hbar}(\lambda-\mu)\left(q\left[\widetilde{\Phi}_{t}(A), p\right]+\left[\widetilde{\Phi}_{t}(A), p\right] q\right)-\frac{D_{p p}}{\hbar^{2}}\left[q,\left[q, \widetilde{\Phi}_{t}(A)\right]\right] \\
& -\frac{D_{q q}}{\hbar^{2}}\left[p,\left[p, \widetilde{\Phi}_{t}(A)\right]\right]+\frac{D_{p q}}{\hbar^{2}}\left(\left[p,\left[q, \widetilde{\Phi}_{t}(A)\right]\right]+\left[q,\left[p, \widetilde{\Phi}_{t}(A)\right]\right]\right)
\end{aligned}
$$

Denoting by $A$ any selfadjoint operator we have

$$
\sigma_{A}(t)=\operatorname{Tr}(\rho(t) A), \sigma_{A A}(t)=\operatorname{Tr}\left(\rho(t) A^{2}\right)-\sigma_{A}^{2}(t)
$$

It follows that

$$
\frac{d \sigma_{A}(t)}{d t}=\operatorname{Tr} L(\rho(t)) A=\operatorname{Tr} \rho(t) \widetilde{L}(A)
$$

and
$\frac{d \sigma_{A A}(t)}{d t}=\operatorname{Tr} L(\rho(t)) A^{2}-2 \frac{d \sigma_{A}\left(t_{)}\right.}{d t} \sigma_{A}(t)=\operatorname{Tr} \rho(t) \widetilde{L}\left(A^{2}\right)-2 \sigma_{A}(t) \operatorname{Tr} \rho(t) \widetilde{L}(A)$.
An important consequence of the precise version of solvability condition is the fact that when $A$ is put equal to $p$ or $q$, then $d \sigma_{p}(t) / d t$ and $d \sigma_{q}(t) / d t$ are functions only of $\sigma_{p}(t)$ and $\sigma_{q}(t)$ and $d \sigma_{p p}(t) / d t, d \sigma_{q q}(t) / d t$ and $d \sigma_{p q}(t) / d t$ are functions only of $\sigma_{p p}(t), \sigma_{q q}(t)$ and $\sigma_{p q}(t)$. This fact allows an immediate determination of the functions of time $\sigma_{p}(t), \sigma_{q}(t), \sigma_{p p}(t), \sigma_{q q}(t), \sigma_{p q}(t)$. Indeed we obtain:

$$
\begin{aligned}
\frac{d \sigma_{q}(t)}{d t} & =-(\lambda-\mu) \sigma_{q}(t)+\frac{1}{m} \sigma_{p}(t) \\
\frac{d \sigma_{p}(t)}{d t} & =-m \omega^{2} \sigma_{q}(t)-(\lambda+\mu) \sigma_{p}(t)
\end{aligned}
$$

and

$$
\begin{gathered}
\frac{d \sigma_{q q}(t)}{d t}=-2(\lambda-\mu) \sigma_{q q}(t)+\frac{2}{m} \sigma_{p q}(t)+2 D_{q q} \\
\frac{d \sigma_{p p}}{d t}=-2(\lambda+\mu) \sigma_{p p}(t)-2 m \omega^{2} \sigma_{p q}(t)+2 D_{p p} \\
\frac{d \sigma_{p q}(t)}{d t}=-m \omega^{2} \sigma_{q q}(t)+\frac{1}{m} \sigma_{p p}(t)-2 \lambda \sigma_{p q}(t)+2 D_{p q}
\end{gathered}
$$

The integration of these systems of equations of motion is straightforward. There are two cases: a) $\mu>\omega$ (overdamped) and b) $\mu<\omega$ (underdamped). In the case $a$ ) with the notation $\nu^{2}=\mu^{2}-\omega^{2}$ we obtain:

$$
\begin{aligned}
\sigma_{q}(t) & =e^{-\lambda t}\left(\left(\cosh \nu t+\frac{\mu}{\nu} \sinh \nu t\right) \sigma_{q}(0)+\frac{1}{m \nu} \sinh \nu t \sigma_{p}(0)\right) \\
\sigma_{p}(t) & =e^{-\lambda t}\left(-\frac{m \omega^{2}}{\nu} \sinh \nu t \sigma_{q}(0)+\left(\cosh \nu t-\frac{\mu}{\nu} \sinh \nu t\right) \sigma_{p}(0)\right)
\end{aligned}
$$

If $\lambda>\nu$, then $\sigma_{q}(\infty)=\sigma_{p}(\infty)=0$. If $\lambda<\nu$, then $\sigma_{q}(\infty)=\sigma_{p}(\infty) \rightarrow \infty$. In the case b) with the notation $\Omega^{2}=\omega^{2}-\mu^{2}$, we obtain:

$$
\begin{aligned}
\sigma_{q}(t) & =e^{-\lambda t}\left(\left(\cos \Omega t+\frac{\mu}{\Omega} \sin \Omega t\right) \sigma_{q}(0)+\frac{1}{m \Omega} \sin \Omega t \sigma_{p}(0)\right) \\
\sigma_{p}(t) & =e^{-\lambda t}\left(-\frac{m \omega^{2}}{\Omega} \sin \Omega t \sigma_{q}(0)+\left(\cos \Omega t-\frac{\mu}{\Omega} \sin \Omega t\right) \sigma_{p}(0)\right)
\end{aligned}
$$

and $\sigma_{q}(\infty)=\sigma_{p}(\infty)=0$.

In order to integrate the system of equations for the covariances it is convenient to consider the vector

$$
X(t)=\left(m \omega \sigma_{q q}(t) \frac{1}{m \omega} \sigma_{p p}(t) \sigma_{p q}(t)\right)
$$

Introducing the following matrices: in the overdamped case $\left(\mu>\omega, \nu^{2}=\right.$ $\mu^{2}-\omega^{2}$ )

$$
\begin{gathered}
T=\frac{1}{2 \nu}(\mu+\nu \mu-\nu 2 \omega \mu-\nu \mu+\nu 2 \omega-\omega-\omega-2 \mu) \\
K=(-2(\lambda-\nu) 000-2(\lambda+\nu) 000-2 \lambda)
\end{gathered}
$$

and in the underdamped case $\left(\mu<\omega, \Omega^{2}=\omega^{2}-\mu^{2}\right)$

$$
\begin{gathered}
T=\frac{1}{2 i \Omega}(\mu+i \Omega \mu-i \Omega 2 \omega \mu-i \Omega \mu+i \Omega 2 \omega-\omega-\omega-2 \mu) \\
K=(-2(\lambda-i \Omega) 000-2(\lambda+i \Omega) 000-2 \lambda)
\end{gathered}
$$

the solution can be written in the form $[33,34]$

$$
X(t)=\left(T e^{K t} T\right)(X(0)-X(\infty))+X(\infty)
$$

Between the asymptotic values of $\sigma_{q q}(t), \sigma_{p p}(t), \sigma_{p q}(t)$ and the diffusion coefficients $D_{q q}, D_{p p}, D_{p q}$ there exist the following connection, which is the same for both cases, underdamped and overdamped:

$$
\begin{gathered}
D_{q q}=(\lambda-\mu) \sigma_{q q}(\infty)-\frac{1}{m} \sigma_{p q}(\infty) \\
D_{p p}=(\lambda+\mu) \sigma_{p p}(\infty)+m \omega^{2} \sigma_{p q}(\infty) \\
D_{p q}=\frac{1}{2}\left(m \omega^{2} \sigma_{q q}(\infty)-\frac{1}{m} \sigma_{p p}(\infty)+2 \lambda \sigma_{p q}(\infty)\right)
\end{gathered}
$$

These relations show that the asymptotic values $\sigma_{q q}(\infty), \sigma_{p p}(\infty), \sigma_{p q}(\infty)$ do not depend on the initial values $\sigma_{q q}(0), \sigma_{p p}(0), \sigma_{p q}(0)$.

If the asymptotic state is a Gibbs state ( $T$ denotes the temperature of the thermal bath)

$$
\rho_{G}(\infty)=e^{-\frac{H_{0}}{k T}} / \operatorname{Tr}\left(e^{-\frac{H_{0}}{k T}}\right)
$$

then

$$
\sigma_{q q}(\infty)=\frac{\hbar}{2 m \omega} \operatorname{coth} \frac{\hbar \omega}{2 k T}, \sigma_{p p}(\infty)=\frac{\hbar m \omega}{2} \operatorname{coth} \frac{\hbar \omega}{2 k T}, \sigma_{p q}(\infty)=0
$$

and

$$
D_{p p}=\frac{\lambda+\mu}{2} \hbar m \omega \operatorname{coth} \frac{\hbar \omega}{2 k T}, D_{q q}=\frac{\lambda-\mu}{2} \frac{\hbar}{m \omega} \operatorname{coth} \frac{\hbar \omega}{2 k T}, D_{p q}=0
$$

and the fundamental constraints are satisfied only if $\lambda>\mu$ and

$$
\left(\lambda^{2}-\mu^{2}\right) \operatorname{coth}^{2} \frac{\hbar \omega}{2 k T} \geq \lambda^{2} .
$$

If the initial state is the ground state of the harmonic oscillator, then

$$
\sigma_{q q}(0)=\frac{\hbar}{2 m \omega}, \sigma_{p p}(0)=\frac{m \hbar \omega}{2}, \sigma_{p q}(0)=0 .
$$

The explicit time dependence of $\sigma_{q q}(t), \sigma_{p p}(t), \sigma_{p q}(t)$ can be given for both under- and overdamped cases if we have the matrix elements of $T e^{K t} T$. In the overdamped case $\left(\mu>\omega, \nu^{2}=\mu^{2}-\omega^{2}\right)$ we have (in this case the restriction $\lambda>\nu$ is necessary):

$$
T e^{K t} T=\frac{e^{-2 \lambda t}}{2 \nu^{2}}\left(a_{11} a_{12} a_{13} a_{21} a_{22} a_{23} a_{31} a_{32} a_{33}\right),
$$

with

$$
\begin{aligned}
& a_{11}=\left(\mu^{2}+\nu^{2}\right) \cosh 2 \nu t+2 \mu \nu \sinh 2 \nu t-\omega^{2}, \\
& a_{12}=\left(\mu^{2}-\nu^{2}\right) \cosh 2 \nu t-\omega^{2}, \\
& a_{13}=2 \omega(\mu \cosh 2 \nu t+\nu \sinh 2 \nu t-\mu), \\
& a_{21}=\left(\mu^{2}-\nu^{2}\right) \cosh 2 \nu t-\omega^{2}, \\
& a_{22}=\left(\mu^{2}+\nu^{2}\right) \cosh 2 \nu t-2 \mu \nu \sinh 2 \nu t-\omega^{2}, \\
& a_{23}=2 \omega(\mu \cosh 2 \nu t-\nu \sinh 2 \nu t-\mu), \\
& a_{31}=-\omega(\mu \cosh 2 \nu t+\nu \sinh 2 \nu t-\mu), \\
& a_{32}=-\omega(\mu \cosh 2 \nu t-\nu \sinh 2 \nu t-\mu), \\
& a_{33}=-2\left(\omega^{2} \cosh 2 \nu t-\mu^{2}\right) .
\end{aligned}
$$

In the underdamped case ( $\mu<\omega, \Omega^{2}=\omega^{2}-\mu^{2}$ ) we have

$$
T e^{K t} T=-\frac{e^{-2 \lambda t}}{2 \Omega^{2}}\left(b_{11} b_{12} b_{13} b_{21} b_{22} b_{23} b_{31} b_{32} b_{33}\right)
$$

with

$$
\begin{aligned}
& b_{11}=\left(\mu^{2}-\Omega^{2}\right) \cos 2 \Omega t-2 \mu \Omega \sin 2 \Omega t-\omega^{2}, \\
& b_{12}=\left(\mu^{2}+\Omega^{2}\right) \cos 2 \Omega t-\omega^{2}, \\
& b_{13}=2 \omega(\mu \cos 2 \Omega t-\Omega \sin 2 \Omega t-\mu), \\
& b_{21}=\left(\mu^{2}+\Omega^{2}\right) \cos 2 \Omega t-\omega^{2}, \\
& b_{22}=\left(\mu^{2}-\Omega^{2}\right) \cos 2 \Omega t+2 \mu \Omega \sin 2 \Omega t-\omega^{2},
\end{aligned}
$$

$$
\begin{aligned}
& b_{23}=2 \omega(\mu \cos 2 \Omega t+\Omega \sin 2 \Omega t-\mu) \\
& b_{31}=-\omega(\mu \cos 2 \Omega t-\Omega \sin 2 \Omega t-\mu) \\
& b_{32}=-\omega(\mu \cos 2 \Omega t+\Omega \sin 2 \Omega t-\mu) \\
& b_{33}=-2\left(\omega^{2} \cos 2 \Omega t-\mu^{2}\right)
\end{aligned}
$$
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#### Abstract

We consider the integro-differential equation describing the coagulation process of water drops falling in the air in a three-dimensional domain with presence of a horizontal wind. Under suitable hypothesis and some conditions we prove the existence of the stationary solution thus the global solution using the techniques developed in [10] and [2].
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## 1 Introduction

We consider the equation which describes the displacement of drops by the gravitational force and by the horizontal wind as well as the coagulation

[^1]process. From a mathematical point of view, it is about the Smoluchowski coagulation equation (see [18], [13], [19]) with the displacement of drops determined by their mass; it is an integro-differential equation for an unknown function $\sigma=\sigma(m, t, x, y, z)$, that represents the density (compared to the air volume) of the liquid water contained in the drops of mass $m$ at time $t$ and at position $(x, y, z) \in \mathbb{R}^{3}$. The air motion in consideration is a horizontal wind in the direction of the $x$ axis which depends on $y$ (i.e $\bar{v}=\bar{v}(y))$. In [10] the authors proved the existence of the stationary solution with presence of a constant horizontal wind whereas in [2] the authors proved the existence and the uniqueness of the global solution of the same equation in a domain with one-dimensional space. In this work, we prove the existence and the uniqueness of the global solution in a three-dimensional domain with presence of a horizontal wind and with initial and boundary conditions (entry conditions) in a suitable spaces.

From a technical point of view, this work uses the techniques developed in [10] and [2], in particular the introduction of the curves family on which we consider the coagulation integral operator, and their properties, and on the construction of "cone of dependence" for the solution.

## 2 Position of the problem

Let's consider the domain $\mathbb{R}^{2} \times[0,1]$, which represents a "horizontal" area in which the drops move due to the gravitational force and with the wind. Let's indicate by $\sigma(m, t, x, y, z)$ the density of the water liquid contained in the drops of mass $m$ at the point $\left.(x, y, z) \in \mathbb{R}^{2} \times\right] 0,1\left[\right.$ at the moment $t \in \mathbb{R}_{+}$.

In the same way to [10] and [2], we suppose that the drops undergo the coagulation process and at the same time move by the gravitational force and the air motion in which they are undergoing the friction effect with this last; these considerations bring us to the following equation (see [1], [16], [10], [2])

$$
\begin{gather*}
\partial_{t} \sigma(m, t, x, y, z)+\nabla_{(x, y, z)} \cdot(\sigma(m, t, x, y, z) u(m))=  \tag{1}\\
=\frac{m}{2} \int_{0}^{m} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma\left(m^{\prime}, t, x, y, z\right) \sigma\left(m-m^{\prime}, t, x, y, z\right) d m^{\prime}+ \\
-m \int_{0}^{\infty} \beta\left(m, m^{\prime}\right) \sigma(m, t, x, y, z) \sigma\left(m^{\prime}, t, x, y, z\right) d m^{\prime},
\end{gather*}
$$

where $\nabla_{(x, y, z)}=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)$, while $\beta\left(m_{1}, m_{2}\right)$ represents the probability of meeting between a drop with mass $m_{1}$ and another with mass $m_{2}$, and $u(m)$
indicates the velocity of drops with mass $m$. We suppose that

$$
\begin{gathered}
\beta(\cdot, \cdot) \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right), \quad \beta\left(m_{1}, m_{2}\right) \geq 0 \quad \forall\left(m_{1}, m_{2}\right) \in \mathbb{R}_{+} \times \mathbb{R}_{+} \\
\beta\left(m_{1}, m_{2}\right)=\beta\left(m_{2}, m_{1}\right)
\end{gathered}
$$

and we admit that $u=u(m)$ is given by

$$
\begin{equation*}
u=u(m)=\left(\bar{v}(y), 0,-\frac{g}{\alpha(m)}\right) \tag{2}
\end{equation*}
$$

where $\bar{v}(y)$ is the air velocity, $g$ is a positive constant representing the gravitational acceleration and $\alpha(m)$ is the friction coefficient between drops and air. The relation (2) corresponds, in a good approximation, at the real velocity of drops in the atmosphere (see for example [17], [1], [16]).

As the small drops evaporate immediately due to the very high curve of surface (see [15], [8]) and on the other hand the very large drops fragment due to the friction with surrounding air, we consider that the drops are absent apart from an interval $\left[\bar{m}_{a}, \bar{m}_{A}\right]$ and consequently the function $\sigma$ verifies

$$
\sigma(m)=0 \quad \text { for } \quad m \in\left[0, \bar{m}_{a}[\cup] \bar{m}_{A}, \infty[.\right.
$$

This permit us to define the functions $\alpha(\cdot), \beta(\cdot, \cdot)$ such that

$$
0<\inf _{m \in \mathbb{R}_{+}} \alpha(m) \leq \sup _{m \in \mathbb{R}_{+}} \alpha(m)<\infty
$$

and

$$
\beta\left(m_{1}, m_{2}\right)=0 \quad \text { for } \quad m_{1}+m_{2}>\bar{m}_{A}
$$

We pose

$$
\begin{equation*}
\bar{\alpha}_{0}=\sup _{m \in \mathbb{R}_{+}} \alpha(m) \tag{3}
\end{equation*}
$$

## 3 Stationary solution

We consider the following stationary equation of (1)

$$
\begin{gather*}
\nabla_{(x, y, z)} \cdot(\sigma(m, x, y, z) u(m))=  \tag{4}\\
=\frac{m}{2} \int_{0}^{m} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma\left(m^{\prime}, x, y, z\right) \sigma\left(m-m^{\prime}, x, y, z\right) d m^{\prime}+ \\
-m \int_{0}^{\infty} \beta\left(m, m^{\prime}\right) \sigma(m, x, y, z) \sigma\left(m^{\prime}, x, y, z\right) d m^{\prime}
\end{gather*}
$$

with the boundary condition (entry condition)

$$
\begin{equation*}
\sigma(m, x, y, 1)=\bar{\sigma}(m, x, y) \tag{5}
\end{equation*}
$$

### 3.1 Preliminaries

To solve the equation (4) with the condition (5), we will use the idea to transform it into an ordinary differential equation, by introducing the change of variables $(m, x, y, z) \mapsto(\tilde{m}, \xi, \tilde{y}, \tilde{z})$ defined by

$$
\left\{\begin{array}{l}
\tilde{m}=m,  \tag{6}\\
\xi=x-\bar{v}(y) \frac{\alpha(m)}{g}(1-z), \\
\tilde{y}=y, \\
\tilde{z}=z
\end{array}\right.
$$

and let us define

$$
\tilde{\sigma}(\tilde{m}, \xi, \tilde{y}, \tilde{z})=\sigma(m, x, y, z)=\sigma\left(m, \xi+\bar{v}(y) \frac{\alpha(m)}{g}(1-z), y, z\right) .
$$

In the following, we will simply write $m, y, z$ and $\sigma(m, \xi, y, z)$ instead of $\tilde{m}$, $\tilde{y}, \tilde{z}$ and $\tilde{\sigma}(\tilde{m}, \xi, \tilde{y}, \tilde{z})$, thus, the equation (4) will be

$$
\begin{gather*}
\frac{\partial}{\partial z} \sigma(m, \xi, y, z)=  \tag{7}\\
=-\frac{m \alpha(m)}{2 g} \int_{0}^{m} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma\left(m^{\prime}, \eta\left(m, m^{\prime}, \xi, y, z\right), y, z\right) \times \\
\times \sigma\left(m-m^{\prime}, \eta\left(m, m-m^{\prime}, \xi, y, z\right), y, z\right) d m^{\prime}+ \\
+\frac{m \alpha(m)}{g} \int_{0}^{\infty} \beta\left(m, m^{\prime}\right) \sigma(m, \xi, y, z) \sigma\left(m^{\prime}, \eta\left(m, m^{\prime}, \xi, y, z\right), y, z\right) d m^{\prime},
\end{gather*}
$$

where

$$
\eta\left(m, m^{\prime}, \xi, y, z\right)=\xi+\bar{v}(y) \frac{\alpha(m)-\alpha\left(m^{\prime}\right)}{g}(1-z)
$$

and the condition (5) will be:

$$
\begin{equation*}
\sigma(m, \xi, y, 1)=\bar{\sigma}(m, \xi, y) \tag{8}
\end{equation*}
$$

Consequently we will reformulate the equation (7) into an ordinary differential equation in a Banach space (or in a Frechet space). To suitably treat the integral operator in a functional framework, we introduce, for each fixed $y \in \mathbb{R}, z \in[0,1]$, the curves family given by:

$$
\begin{equation*}
\gamma_{\tau}=\gamma_{\tau, y, z}=\left\{(m, \xi) \in \mathbb{R}_{+} \times \mathbb{R} \left\lvert\, \xi=\tau-\bar{v}(y) \frac{\alpha(m)}{g}(1-z)\right.\right\}, \tau \in \mathbb{R} \tag{9}
\end{equation*}
$$

This curves family $\gamma_{\tau}$ is similar to that used in [10], however this last depends of $y$.

In a similar way to [10] we define a measure $\mu_{\gamma}$ on the curves $\gamma_{\tau}$. More precisely, indicating by $P_{\mathbb{R}_{+}}$the projection of $\gamma_{\tau}$ on $\mathbb{R}_{+}$, we define the measurable sets of $\gamma_{\tau}$ and the measure $\mu_{\gamma}$ on $\gamma_{\tau}$ by the relations
i) $A^{\prime} \subset \gamma_{\tau}$ is measurable if and only if $P_{\mathbb{R}_{+}} A^{\prime}$ is measurable according to Lebesgue on $\mathbb{R}_{+}$,
ii) $\mu_{\gamma}\left(A^{\prime}\right)=\mu_{L, \mathbb{R}_{+}}\left(P_{\mathbb{R}_{+}} A^{\prime}\right)$, where $\mu_{L, \mathbb{R}_{+}}(\cdot)$ is the Lebesgue's measure on $\mathbb{R}_{+}$.
As the curves $\gamma_{\tau}, \tau \in \mathbb{R}$, are parallel, it is seen that the projection $P_{\mathbb{R}_{+}}$and the measure $\mu_{\gamma}(\cdot)$ do not depend on $\tau \in \mathbb{R}$.

We remember that the measure $\mu_{\gamma}(\cdot)$ has the same properties with those proved in [10], indeed we have the following lemmas.

Lemma 1 Let A a measurable set (according to Lebesgue) on $\mathbb{R}_{+} \times \mathbb{R}$. We pose

$$
\begin{gathered}
A_{\tau}=\left\{m \in \mathbb{R}_{+} \mid \exists \xi \in \mathbb{R} \text { such that }(m, \xi) \in \gamma_{\tau} \cap A\right\} \\
A_{m}=\left\{\tau \in \mathbb{R} \mid \exists \xi \in \mathbb{R} \text { such that }(m, \xi) \in \gamma_{\tau} \cap A\right\}
\end{gathered}
$$

Then we have

$$
\begin{align*}
\mu_{L, \mathbb{R}_{+} \times \mathbb{R}}(A)=\tilde{\mu}(A)= & \int_{-\infty}^{\infty} \mu_{\gamma}\left(A_{\tau}\right) d \tau=\int_{\gamma_{0}} \mu_{L, \mathbb{R}}\left(A_{m}\right) \mu_{\gamma}(d m)= \\
& =\int_{0}^{\infty} \mu_{L, \mathbb{R}}\left(A_{m}\right) d m \tag{10}
\end{align*}
$$

(We indicate by $d m, d \tau, d \xi$ etc... instead of $\mu_{L, \mathbb{R}_{+}}(d m), \mu_{L, \mathbb{R}}(d \tau), \mu_{L, \mathbb{R}}(d \xi)$ etc...).

Lemma 2 Let $\sigma(m, \xi) \in L^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Then, for almost any $\tau \in \mathbb{R}$ the restriction of $\sigma(m, \xi)$ to $\gamma_{\tau}$ belongs to $L^{1}\left(\gamma_{\tau}, \mu_{\gamma}\right)$.

Lemma $3 \operatorname{Let} \sigma(m, \xi) \in L^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Then we have

$$
\begin{gathered}
\int_{\mathbb{R}_{+} \times \mathbb{R}} \sigma(m, \xi) d m d \xi=\int_{\mathbb{R}_{+} \times \mathbb{R}} \sigma(m, \xi) d \tilde{\mu}= \\
=\int_{-\infty}^{\infty}\left(\int_{\gamma_{\tau}} \sigma(m, \xi) \mu_{\gamma}(d m)\right) d \tau=\int_{\gamma_{0}}\left(\int_{-\infty}^{\infty} \sigma(m, \xi(m, \tau)) d \tau\right) \mu_{\gamma}(d m)= \\
=\int_{0}^{\infty}\left(\int_{-\infty}^{\infty} \sigma(m, \xi) d \xi\right) d m=\int_{-\infty}^{\infty}\left(\int_{0}^{\infty} \sigma(m, \xi) d m\right) d \xi
\end{gathered}
$$

where $\xi(m, \tau)=\tau-\bar{v}(y) \frac{\alpha(m)}{g}(1-z)$.

Lemma 4 Let $f$ and $g$ two functions belonging in $L^{1}\left(\gamma_{\tau}, \mu_{\gamma}\right)$. We pose

$$
(f * g)(m)=\int_{\gamma_{\tau}} f\left(m-m^{\prime}\right) g\left(m^{\prime}\right) \mu_{\gamma}\left(d m^{\prime}\right) .
$$

Then we have $f * g \in L^{1}\left(\gamma_{\tau}, \mu_{\gamma}\right)$ and

$$
\|f * g\|_{L^{1}\left(\gamma_{\tau}, \mu_{\gamma}\right)} \leq\|f\|_{L^{1}\left(\gamma_{\tau}, \mu_{\gamma}\right)}\|g\|_{L^{1}\left(\gamma_{\tau}, \mu_{\gamma}\right)} .
$$

For the proof of this lemmas see [10].
We pose

$$
\begin{equation*}
\tau(m, \xi, y, z)=\xi+\bar{v}(y) \frac{\alpha(m)}{g}(1-z), \quad \gamma_{\tau}^{[0, m]}=\gamma_{\tau} \cap[0, m] \times \mathbb{R} . \tag{11}
\end{equation*}
$$

Then we can write the equation (7) in the form

$$
\begin{equation*}
\frac{\partial}{\partial z} \sigma(z)=F_{z}(\sigma(z)), \quad \sigma(z)=\sigma(\cdot, \cdot, \cdot, z) \tag{12}
\end{equation*}
$$

with

$$
\begin{gathered}
F_{z}(\sigma(z))=F_{z}(\sigma(z))(m, \xi, y)= \\
=-\frac{m \alpha(m)}{2 g} \int_{\gamma_{\tau(m, \xi, y, z)}^{[0, m]}} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma\left(m^{\prime}, \eta^{\prime}, y, z\right) \sigma\left(m-m^{\prime}, \eta^{\prime \prime}, y, z\right) \mu_{\gamma}\left(d m^{\prime}\right)+ \\
+\frac{m \alpha(m)}{g} \int_{\gamma_{\tau(m, \xi, y, z)}} \beta\left(m, m^{\prime}\right) \sigma\left(m^{\prime}, \eta^{\prime}, y, z\right) \sigma(m, \xi, y, z) \mu_{\gamma}\left(d m^{\prime}\right),
\end{gathered}
$$

where $\eta^{\prime}$ and $\eta^{\prime \prime}$ are defined such that

$$
\left(m^{\prime}, \eta^{\prime}\right) \in \gamma_{\tau(m, \xi, y, z)}, \quad\left(m-m^{\prime}, \eta^{\prime \prime}\right) \in \gamma_{\tau(m, \xi, y, z)} .
$$

### 3.2 Existence and uniqueness of the solution with the data in $L^{1}$

To prove the existence and the uniqueness for the solution of the equation (12) with the condition (8), we suppose that:

$$
\begin{gather*}
\bar{\sigma}(,, \cdot, \cdot) \in L^{1}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right) \cap L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right),  \tag{13}\\
\bar{\sigma}(m, \xi, y) \geq 0 \quad \text { a.e. in } \mathbb{R}_{+} \times \mathbb{R}^{2},  \tag{14}\\
\operatorname{supp}(\bar{\sigma}) \subset\left[\bar{m}_{a}, \bar{m}_{A}\right] \times \mathbb{R}^{2}, \tag{15}
\end{gather*}
$$

$$
\begin{equation*}
\|\bar{\sigma}\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)}<\frac{1}{M_{1}\left(\bar{m}_{A}-\bar{m}_{a}\right)} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{1}=\sup _{2 \bar{m}_{a} \leq m \leq \bar{m}_{A}, \bar{m}_{a} \leq m^{\prime} \leq m-\bar{m}_{a}} \frac{m \alpha(m)}{2 g} \beta\left(m-m^{\prime}, m^{\prime}\right) . \tag{17}
\end{equation*}
$$

Then we have the following result.
Proposition 1 If $\bar{\sigma}(m, \xi, y)$ satisfies the conditions (13)-(16), then the equation (12) with the condition (8) admits one and only one solution $\sigma$ verifying

$$
\begin{equation*}
\sigma \in C\left([0,1] ; L^{1}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)\right) \times L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]\right) \tag{18}
\end{equation*}
$$

Proof. As in the equation (12) neither the derivative nor the integral compared to $y$ arise, this circumstance implies that the equation for each fixed $y \in \mathbb{R}$ can be solved independently. That permit us to consider (12), (8) separately for each $y \in \mathbb{R}$. Therefore, we pose $\sigma(m, \xi, z)=\sigma(m, \xi, y, z)$, $\bar{\sigma}(m, \xi)=\bar{\sigma}(m, \xi, y)$ and we write $\bar{v}$ instead of $\bar{v}(y)$, the proposition is proved in the same meaner as proposition 5.1 in [10].

### 3.3 Existence and uniqueness of the solution with the data in $L^{\infty}$

To prove the existence and the uniqueness of the solution for (12), (8) in a general case, we will use the "cone of dependance" property.

Let $\omega$ in $\mathbb{R}_{+} \times \mathbb{R}^{2}$ a measurable set such that $0<\operatorname{mes}(\omega)<\infty$, we define

$$
\begin{equation*}
D[\omega]=\bigcup_{(m, \xi, y) \in \omega} D_{(m, \xi, y)} \tag{19}
\end{equation*}
$$

where

$$
\begin{gather*}
D_{(m, \xi, y)}=\bigcup_{0 \leq z \leq 1}\left(\bigcup_{\tau_{-}(m, \xi, y, z) \leq \tau \leq \tau_{+}(m, \xi, y)} \gamma_{\tau, y, z}\right)=  \tag{20}\\
=\left\{\left(m^{\prime}, \eta^{\prime}, y^{\prime}, z^{\prime}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1] / \eta^{\prime}=\tau-\bar{v}\left(y^{\prime}\right) \frac{\alpha\left(m^{\prime}\right)}{g}\left(1-z^{\prime}\right)\right. \\
\left.y^{\prime}=y, \tau_{-}\left(m, \xi, y^{\prime}, z^{\prime}\right) \leq \tau \leq \tau_{+}\left(m, \xi, y^{\prime}\right)\right\}
\end{gather*}
$$

with

$$
\left\{\begin{array}{l}
\tau_{+}(m, \xi, y)=\tau(m, \xi, y, 0)=\xi+\bar{v}(y) \frac{\alpha(m)}{g}  \tag{21}\\
\tau_{-}(m, \xi, y, z)=\tau_{+}(m, \xi, y)-\bar{v}(y) \frac{\bar{\alpha}_{0}}{g} z=\xi+\bar{v}(y) \frac{\alpha(m)}{g}-\bar{v}(y) \frac{\bar{\alpha}_{0}}{g} z
\end{array}\right.
$$

We also define $D_{\omega}(z)$ by

$$
\begin{align*}
D_{\omega}(z)= & \bigcup_{(m, \xi, y) \in \omega}\left(\bigcup_{\tau_{-}(m, \xi, y, z) \leq \tau \leq \tau_{+}(m, \xi, y)} \gamma_{\tau, y, z}\right)=  \tag{22}\\
& =\left\{\left(m^{\prime}, \eta^{\prime}, y^{\prime}, z^{\prime}\right) \in D[\omega] \mid z^{\prime}=z\right\}
\end{align*}
$$

thus $D_{\omega}\left(z_{1}\right)$ is the intersection of $\bigcup_{(m, \xi, y) \in \omega} D_{(m, \xi, y)}$ with the plan $z=z_{1}$. According to the definition of the set $D_{(m, \xi, y)}$ we remark that

$$
\begin{gathered}
\left(m^{\prime}, \eta^{\prime}, y^{\prime}, z^{\prime}\right) \in D_{(m, \xi, y)} \Rightarrow \gamma_{\tau\left(m^{\prime}, \eta^{\prime}, y^{\prime}, z^{\prime}\right), y^{\prime}, z^{\prime}} \subset D_{(m, \xi, y)} \\
\tau\left(m_{1}, \xi_{1}, y_{1}, 0\right)=\tau\left(m_{2}, \xi_{2}, y_{2}, 0\right) \Rightarrow D_{\left(m_{1}, \xi_{1}, y_{1}\right)}=D_{\left(m_{2}, \xi_{2}, y_{2}\right)}
\end{gathered}
$$

consequently, if $\left(m_{1}, \xi_{1}\right)$ and $\left(m_{2}, \xi_{2}\right)$ are on a curve $\gamma_{\tau, y, 0}$, then they define the same set.

The "cone of dependence" property is given by the following lemma.
Lemma 5 Let $\bar{\sigma}^{[1]}$ and $\bar{\sigma}^{[2]}$ be two functions defined on $\mathbb{R}_{+} \times \mathbb{R}^{2}$ satisfying the conditions of proposition 1. Let $\sigma^{[1]}$ (resp. $\left.\sigma^{[2]}\right)$ be the solution of (12), (8) with $\bar{\sigma}=\bar{\sigma}^{[1]}$ (resp. $\bar{\sigma}=\bar{\sigma}^{[2]}$ ). If we have

$$
\begin{equation*}
\bar{\sigma}^{[1]}=\bar{\sigma}^{[2]} \quad \text { on } \quad D_{\omega}(1) \tag{23}
\end{equation*}
$$

then

$$
\sigma^{[1]}=\sigma^{[2]} \quad \text { a.e. in } D[\omega] .
$$

Proof. Writing the equation (12) into an integral form, we have

$$
\begin{gathered}
\sigma^{[i]}(m, \xi, y, z)=\bar{\sigma}^{[i]}(m, \xi, y)+ \\
+\frac{m \alpha(m)}{2 g} \int_{z}^{1} \int_{\gamma_{\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}}^{[0, m]}} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma^{[i]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right) \sigma^{[i]}\left(m-m^{\prime}, \eta^{\prime \prime}, y, z^{\prime}\right) \\
\mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}-\frac{m \alpha(m)}{g} \int_{z}^{1} \int_{\gamma_{\tau\left(m, \xi, y, y, z^{\prime}\right), y, z^{\prime}}} \beta\left(m, m^{\prime}\right) \sigma^{[i]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right) \times \\
\times \sigma^{[i]}\left(m, \xi, y, z^{\prime}\right) \mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}, \quad i=1,2 .
\end{gathered}
$$

Making the difference for $i=1$ and $i=2$, we have

$$
\left|\sigma^{[1]}(m, \xi, y, z)-\sigma^{[2]}(m, \xi, y, z)\right| \leq\left|\bar{\sigma}^{[1]}(m, \xi, y)-\bar{\sigma}^{[2]}(m, \xi, y)\right|+
$$

$$
\begin{aligned}
& +C_{\beta}\left[\int _ { z } ^ { 1 } \int _ { \gamma _ { \tau ( m , \xi , y , z ^ { \prime } ) , y , z ^ { \prime } } ^ { [ 0 , m ] } } \left(\left|\sigma^{[1]}\left(m-m^{\prime}, \eta^{\prime \prime}, y, z^{\prime}\right)-\sigma^{[2]}\left(m-m^{\prime}, \eta^{\prime \prime}, y, z^{\prime}\right)\right|\right.\right. \\
& \left.\sigma^{[2]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right)+\left|\sigma^{[1]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right)-\sigma^{[2]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right)\right| \sigma^{[1]}\left(m-m^{\prime}, \eta^{\prime \prime}, y, z^{\prime}\right)\right) \\
& \mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}+\int_{z}^{1} \int_{\gamma_{\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}}}\left(\left|\sigma^{[1]}\left(m, \xi, y, z^{\prime}\right)-\sigma^{[2]}\left(m, \xi, y, z^{\prime}\right)\right| \sigma^{[2]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right)+\right. \\
& \left.\left.\quad+\left|\sigma^{[1]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right)-\sigma^{[2]}\left(m^{\prime}, \eta^{\prime}, y, z^{\prime}\right)\right| \sigma^{[1]}\left(m, \xi, y, z^{\prime}\right)\right) \mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}\right],
\end{aligned}
$$

where

$$
C_{\beta}=\max \left[\sup _{0<m^{\prime}<m<\infty} \frac{m \alpha(m)}{2 g} \beta\left(m-m^{\prime}, m^{\prime}\right), \sup _{m, m^{\prime} \in \mathbb{R}_{+}} \frac{m \alpha(m)}{g} \beta\left(m, m^{\prime}\right)\right]
$$

We deduce from it that

$$
\begin{gather*}
\left|\sigma^{[1]}(m, \xi, y, z)-\sigma^{[2]}(m, \xi, y, z)\right| \leq \mid \bar{\sigma}^{[1]}\left((m, \xi, y)-\bar{\sigma}^{[2]}(m, \xi, y) \mid+\right.  \tag{24}\\
+C_{\beta}\left[\int _ { z } ^ { 1 } \left(\left\|\sigma^{[1]}\left(\cdot, \cdot, y, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}}\right)}\right.\right. \\
\left\|\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{1}\left(\gamma_{\left.\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}\right)}\right.}+\left\|\sigma^{[1]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{1}\left(\gamma_{\left.\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}\right)}\right)} \\
\left\|\sigma^{[1]}\left(\cdot, \cdot, y, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\left.\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}\right)}\right) d z^{\prime}+} \\
+\int_{z}^{1}\left(\left\|\sigma^{[1]}\left(\cdot, \cdot, y, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}}\right)}\right. \\
\left\|\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{1}\left(\gamma_{\left.\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}\right)}+\left(\bar{m}_{A}-\bar{m}_{a}\right) \times\right.} \\
\left\|\sigma^{[1]}\left(\cdot, \cdot, y, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}}\right)} \\
\left\|\sigma^{[1]}\left(\cdot, \cdot, y, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, y, z^{\prime}\right)\right\|_{\left.L^{\infty}\left(\gamma_{\left.\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}\right)}\right) d z^{\prime}\right]} .
\end{gather*}
$$

Now let's consider a generic point $(m, \xi, y, z)$ of $D[\omega]$, by virtue of (20)(21) there exists $\left(m_{0}, \xi_{0}, y_{0}\right) \in \omega \subset \mathbb{R}_{+} \times \mathbb{R}^{2}$ such that

$$
\begin{gathered}
\xi_{0}+\bar{v}\left(y_{0}\right) \frac{\alpha\left(m_{0}\right)}{g}-\bar{v}\left(y_{0}\right) \frac{\bar{\alpha}_{0}}{g} z=\tau_{-}\left(m_{0}, \xi_{0}, y_{0}, z\right) \leq \\
\leq \xi+\bar{v}(y) \frac{\alpha(m)}{g}(1-z) \leq \tau_{+}\left(m_{0}, \xi_{0}, y_{0}\right)=\xi_{0}+\bar{v}\left(y_{0}\right) \frac{\alpha\left(m_{0}\right)}{g} \\
y=y_{0}
\end{gathered}
$$

From this inequalities, the inequality $\bar{v}(y) \frac{\alpha(m)}{g} \leq \bar{v}(y) \frac{\bar{\alpha}_{0}}{g}<0$, implies that for $0 \leq z \leq z^{\prime} \leq 1$, we have

$$
\left\{\begin{array}{l}
\xi_{0}+\bar{v}\left(y_{0}\right) \frac{\alpha\left(m_{0}\right)}{g}-\bar{v}\left(y_{0}\right) \frac{\bar{\alpha}_{0}}{g} z^{\prime} \leq \xi+\bar{v}(y) \frac{\alpha(m)}{g}\left(1-z^{\prime}\right) \leq \xi_{0}+\bar{v}\left(y_{0}\right) \frac{\alpha\left(m_{0}\right)}{g}, \\
y=y_{0}
\end{array}\right.
$$

by virtue of (11) and (21), we have

$$
\left\{\begin{array}{l}
\tau_{-}\left(m_{0}, \xi_{0}, y_{0}, z^{\prime}\right) \leq \tau\left(m, \xi, y, z^{\prime}\right) \leq \tau_{+}\left(m_{0}, \xi_{0}, y_{0}\right) \\
y=y_{0}
\end{array}\right.
$$

and, according to the definition $(22)$ of the set $D_{\omega}(z)$, we prove that

$$
\gamma_{\tau\left(m, \xi, y, z^{\prime}\right), y, z^{\prime}} \subset D_{\omega}\left(z^{\prime}\right) \quad \text { for } \quad 0 \leq z \leq z^{\prime} \leq 1
$$

We recall that we have moreover, for $i=1,2$

$$
\left\|\sigma^{[i]}(\cdot, \cdot, y, z)\right\|_{L^{1}\left(\gamma_{\tau}(m, \xi, y, z), y, z, \mu_{\gamma}\right)} \leq\left(\bar{m}_{A}-\bar{m}_{a}\right)\left\|\sigma^{[i]}(\cdot, \cdot, y, z)\right\|_{L^{\infty}\left(D_{\omega}(z)\right)}
$$

for almost any $(m, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{2}$.
From (24) we deduce that

$$
\begin{gathered}
\left\|\sigma^{[1]}(\cdot, \cdot, \cdot, z)-\sigma^{[2]}(\cdot, \cdot, \cdot, z)\right\|_{L^{\infty}\left(D_{\omega}(z)\right)} \leq\left\|\bar{\sigma}^{[1]}-\bar{\sigma}^{[2]}\right\|_{L^{\infty}\left(D_{\omega}(1)\right)} \\
+C \int_{z}^{1}\left(\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(D_{\omega}\left(z^{\prime}\right)\right)}+\left\|\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(D_{\omega}\left(z^{\prime}\right)\right)}\right) \times \\
\times\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(D_{\omega}\left(z^{\prime}\right)\right)} d z^{\prime}
\end{gathered}
$$

where $C$ is a constant independent of $z$, using the Gronwall's lemma, we obtain

$$
\begin{align*}
& \left\|\sigma^{[1]}(\cdot, \cdot, \cdot, z)-\sigma^{[2]}(\cdot, \cdot, \cdot, z)\right\|_{L^{\infty}\left(D_{\omega}(z)\right)} \leq\left\|\bar{\sigma}^{[1]}-\bar{\sigma}^{[2]}\right\|_{L^{\infty}\left(D_{\omega}(1)\right)} \times  \tag{25}\\
\times & \exp \left(C \int_{z}^{1}\left(\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(D_{\omega}\left(z^{\prime}\right)\right)}+\left\|\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(D_{\omega}\left(z^{\prime}\right)\right)}\right) d z^{\prime}\right) .
\end{align*}
$$

However, under the assumption (23) we have

$$
\left\|\bar{\sigma}^{[1]}-\bar{\sigma}^{[2]}\right\|_{L^{\infty}\left(D_{\omega}(1)\right)}=0
$$

that enables us to deduce from (25) that

$$
\left\|\sigma^{[1]}(\cdot, \cdot, \cdot,, z)-\sigma^{[2]}(\cdot, \cdot, \cdot, z)\right\|_{L^{\infty}\left(D_{\omega}(z)\right)} \leq 0
$$

and, taking into account the relation $D[\omega]=\underset{0 \leq z \leq 1}{ } D_{\omega}(z)$, we have

$$
\sigma^{[1]}(m, \xi, y, z)=\sigma^{[2]}(m, \xi, y, z) \quad \text { a.e. in } D[\omega] .
$$

The lemma is proved.
Now we can prove the principal theorem.
Theorem 1 If $\bar{\sigma}_{1} \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)$ satisfies the conditions

$$
\begin{gather*}
\bar{\sigma}_{1}(m, \xi, y) \geq 0 \quad \text { a.e. on } \quad \mathbb{R}_{+} \times \mathbb{R}^{2},  \tag{26}\\
\bar{\sigma}_{1}(m, \xi, y)=0 \quad \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[,\right.  \tag{27}\\
\left\|\bar{\sigma}_{1}\right\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)}<\frac{1}{M_{1}\left(\bar{m}_{A}-\bar{m}_{a}\right)}, \tag{28}
\end{gather*}
$$

then the equation (12) with the condition (8) admits one and only one solution verifying

$$
\sigma \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]\right)
$$

with

$$
\begin{array}{cc}
\sigma(m, \xi, y, z) \geq 0 & \text { a.e. in } \mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1], \\
\sigma(m, \xi, y, z)=0 & \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[.\right.
\end{array}
$$

Proof. We consider a measurable and bounded sets family $\omega_{i}, i \in \mathbb{N}^{*}$, defined by

$$
\begin{equation*}
\omega_{i}=\left\{(m, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{2} / \bar{m}_{a} \leq m \leq \bar{m}_{A},-i \leq \xi \leq i,-i \leq y \leq i\right\} \tag{29}
\end{equation*}
$$

The definition of $D[\omega]$ permits us to define a number $N$ such that

$$
\begin{gathered}
D_{\omega_{i}}(1) \subset\left\{(m, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{2} / \bar{m}_{a} \leq m \leq \bar{m}_{A},-i-N \leq \xi \leq i+N,\right. \\
-i-1 \leq y \leq i+1\} .
\end{gathered}
$$

We consider the function $\psi_{i} \in C^{\infty}\left(\mathbb{R}^{2}\right) ; \psi_{i} \geq 0$ such that

$$
\psi_{i}(\xi, y)=\left\{\begin{array}{lll}
1 & \text { if } & |\xi| \leq i+N \quad \text { and } \quad|y| \leq i+1  \tag{30}\\
0 & \text { if } & |\xi| \geq i+N+1 \quad \text { and } \quad|y| \geq i+2
\end{array}\right.
$$

then we have

$$
\begin{equation*}
D_{\omega_{i}}(1) \subset\left\{(m, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{2} / \psi_{i}(\xi, y)=1\right\} \quad \text { for } \quad i \in \mathbb{N}^{*} . \tag{31}
\end{equation*}
$$

Let the equations family

$$
\begin{equation*}
\partial_{z} \sigma^{[i]}(m, \xi, y, z)=F\left(\sigma^{[i]}(z)\right)(m, \xi, y), \quad i \in \mathbb{N}^{*} \tag{32}
\end{equation*}
$$

(with $F(\cdot)$ defined in (12)), completed by the condition

$$
\begin{equation*}
\bar{\sigma}^{[i]}=\psi_{i} \bar{\sigma} \quad \text { on } \quad \mathbb{R}_{+} \times \mathbb{R}^{2} . \tag{33}
\end{equation*}
$$

According to the proposition 1, the problem (32)-(33) admits one solution

$$
\sigma=\sigma^{[i]} \in C\left([0,1] ; L^{1}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right) \cap L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]\right)\right),
$$

such that

$$
\begin{array}{cc}
\sigma^{[i]} \geq 0 & \text { a.e. in } \mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1], \\
\sigma^{[i]}(m, \xi, y, z)=0 & \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[.\right.
\end{array}
$$

In addition, according to the definition of the sets $\omega_{i}$, we have

$$
D\left[\omega_{i}\right] \subset D\left[\omega_{i^{\prime}}\right] \quad \text { for } \quad i \leq i^{\prime},
$$

therefore, by virtue of lemma 5 and of (33), we have

$$
\sigma^{[i]}=\sigma^{\left[i^{\prime}\right]} \quad \text { a.e. in } D\left[\omega_{i}\right] \quad \text { for } i \leq i^{\prime} .
$$

Defining $\sigma$ by

$$
\sigma= \begin{cases}\sigma^{[1]} & \text { in } D\left[\omega_{1}\right], \\ \sigma^{[i]} & \text { in } D\left[\omega_{i}\right] \backslash D\left[\omega_{i-1}\right], \quad i=2, \cdot, \cdot, \cdot,\end{cases}
$$

we have

$$
\sigma=\sigma^{[i]} \quad \text { a.e. in } D_{\omega_{i}}(1) \quad \forall i \in \mathbb{N}^{*}
$$

and from (32), (61) we obtain

$$
\begin{aligned}
\partial_{z} \sigma(m, \xi, y, z) & =F(\sigma(z))(m, \xi, y) \quad \text { in } D\left[\omega_{i}\right] \quad \forall i \in \mathbb{N}^{*}, \\
& \sigma=\sigma^{[i]}=\bar{\sigma} \quad \text { on } D_{\omega_{i}}(1) .
\end{aligned}
$$

Remembering the relations $\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1] \subset \bigcup_{i \in \mathbb{N}^{*}} D\left[\omega_{i}\right]$ and $\mathbb{R}_{+} \times \mathbb{R}^{2} \subset$ $\bigcup_{i \in \mathbb{N}^{*}} D_{\omega_{i}}(1)$ which result from the definition of $\omega_{i}, D\left[\omega_{i}\right], D_{\omega_{i}}(1)$, we can conclude that there exists a solution of (12), (8). To prove the uniqueness, let's consider two possible solutions $\sigma_{1}$ and $\sigma_{2}$ with $\sigma_{1} \neq \sigma_{2}$ on a set of strictly positive measure, then we can choose a measurable set $\omega$ such that
$0<\operatorname{mes}(\omega)<\infty$ and that $\operatorname{mes}\left(\left\{(m, \xi, y, z) \in D[\omega] / \sigma_{1} \neq \sigma_{2}\right\}\right)>0$. However as $\sigma_{1}$ and $\sigma_{2}$ are solutions of (12), (8), $\sigma_{1}=\sigma_{2}$ on $\mathbb{R}_{+} \times \mathbb{R}^{2} \times\{1\}$ and in particular $\sigma_{1}=\sigma_{2}$ on $\mathbb{R}_{+} \times \mathbb{R}^{2} \times\{1\} \bigcap D[\omega]$; consequently, according to lemma 5 , we have $\sigma_{1}=\sigma_{2}$ in $D[\omega]$, this proves that it is not possible to have two solutions $\sigma_{1}$ and $\sigma_{2}$ which are different on a set from strictly positive measure. The uniqueness of the solution is proved.

For the existence and the uniqueness of the solution in the $(m, x, y, z)$ co-ordinates, we have the following theorem.

Theorem 2 If $\bar{\sigma} \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)$ satisfies the conditions

$$
\begin{gathered}
\bar{\sigma}(m, x, y) \geq 0 \quad \text { a.e on } \mathbb{R}_{+} \times \mathbb{R}^{2} \\
\bar{\sigma}(m, x, y)=0 \quad \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[,\right. \\
\|\bar{\sigma}\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)}<\frac{1}{M_{1}\left(\bar{m}_{A}-\bar{m}_{a}\right)}
\end{gathered}
$$

then the equation (4) with the condition (5) admits one solution $\sigma$ and only one verifying

$$
\sigma \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]\right)
$$

such that

$$
\begin{array}{cc}
\sigma(m, x, y, z) \geq 0 & \text { a.e on } \mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1] \\
\bar{\sigma}(m, x, y, z)=0 & \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[.\right.
\end{array}
$$

Proof. We associate to the problem (4)-(5), where the unknown function to find is $\sigma$, the problem (12), (8) by a bijective mapping defined by the change of variables $(m, x, y, z) \mapsto(\tilde{m}, \xi, \tilde{y}, \tilde{z})$ introduced in (6) with

$$
\sigma(m, x, y, z)=\tilde{\sigma}\left(m, \xi+\bar{v}(y) \frac{\alpha(m)}{g}(1-z), y, z\right)
$$

If $\tilde{\sigma}(m, \xi, y, z)$ is the solution of the problem $(12),(8)$ in which the existence and the uniqueness have been proved in theorem 1 , then, we obtain the existence and the uniqueness of the solution $\sigma$ for (4)-(5) verifying the same conditions.

## 4 Global solution for the coagulation equation of the drops in fall with a horizontal wind

We will consider the problem to find a function $\sigma(m, t, x, y, z)$, that verifies the equation (1) for

$$
(m, t, x, y, z) \in \mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]
$$

and the following boundary condition (entry condition) and initial condition

$$
\begin{align*}
\sigma(m, t, x, y, 1) & =\bar{\sigma}_{1}(m, t, x, y)  \tag{34}\\
\sigma(m, 0, x, y, z) & =\bar{\sigma}_{0}(m, x, y, z) \tag{35}
\end{align*}
$$

In the same way to the stationary case, to solve the equation (1) with the conditions (34)-(35), we will transform it into an ordinary differential equation, by introducing the following variables $(m, t, x, y, z) \mapsto(\tilde{m}, \tilde{t}, \xi, \tilde{y}, \tilde{z})$

$$
\left\{\begin{array}{l}
\tilde{m}=m  \tag{36}\\
\xi=x-\bar{v}(y) \frac{\alpha(m)}{g}(1-z) \\
\tilde{y}=y \\
\tilde{z}=z \\
\tilde{t}=t-\frac{\alpha(m)}{g}(1-z)
\end{array}\right.
$$

and the unknown function to find would be

$$
\begin{gathered}
\tilde{\sigma}(\tilde{m}, \tilde{t}, \xi, \tilde{y}, \tilde{z})=\sigma(m, t, x, y, z)= \\
=\sigma\left(m, \tilde{t}+\frac{\alpha(m)}{g}(1-z), \xi+\bar{v}(y) \frac{\alpha(m)}{g}(1-z), y, z\right)
\end{gathered}
$$

we will note by $m, y, z$ and $\sigma(m, \tilde{t}, \xi, y, z)$ instead of $\tilde{m}, \tilde{y}, \tilde{z}$ and $\tilde{\sigma}(\tilde{m}, \tilde{t}, \xi, \tilde{y}, \tilde{z})$, the equation (1) is changed into

$$
\begin{gather*}
\frac{\partial}{\partial z} \sigma(m, \tilde{t}, \xi, y, z)=  \tag{37}\\
=-\frac{m \alpha(m)}{2 g} \int_{0}^{m} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma\left(m^{\prime}, \tilde{t}^{*}\left(m, m^{\prime}, \tilde{t}, z\right), \eta\left(m, m^{\prime}, \xi, y, z\right), y, z\right) \times \\
\times \sigma\left(m-m^{\prime}, \tilde{t}^{*}\left(m, m-m^{\prime}, \tilde{t}, z\right), \eta\left(m, m-m^{\prime}, \xi, y, z\right), y, z\right) d m^{\prime}+ \\
+\frac{m \alpha(m)}{g} \int_{0}^{\infty} \beta\left(m, m^{\prime}\right) \sigma(m, \tilde{t}, \xi, y, z) \times
\end{gather*}
$$

$$
\times \sigma\left(m^{\prime}, \tilde{t}^{*}\left(m, m^{\prime}, \tilde{t}, z\right), \eta\left(m, m^{\prime}, \xi, y, z\right), y, z\right) d m^{\prime},
$$

where

$$
\left\{\begin{array}{l}
\tilde{t}^{*}\left(m, m^{\prime}, \tilde{t}, z\right)=\tilde{t}+\frac{\alpha(m)-\alpha\left(m^{\prime}\right)}{g}(1-z), \\
\eta\left(m, m^{\prime}, \xi, y, z\right)=\xi+\bar{v}(y) \frac{\alpha(m)-\alpha\left(m^{\prime}\right)}{g}(1-z) .
\end{array}\right.
$$

We introduce for each fixed $y \in \mathbb{R}, z \in[0,1]$, the curves family

$$
\begin{array}{r}
\gamma_{\tau, \zeta}=\gamma_{\tau, \zeta, y, z}=\left\{(m, \tilde{t}, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{2} / \tilde{t}=\tau-\frac{\alpha(m)}{g}(1-z),\right.  \tag{38}\\
\left.\xi=\zeta-\bar{v}(y) \frac{\alpha(m)}{g}(1-z)\right\}
\end{array}
$$

with $\tau, \zeta \in \mathbb{R}$.
Let $\tau, \zeta, \gamma_{\tau, \zeta}^{[0, m]}$ such that

$$
\begin{gathered}
\tau(m, \tilde{t}, z)=\tilde{t}+\frac{\alpha(m)}{g}(1-z), \quad \zeta(m, \xi, y, z)=\xi+\bar{v}(y) \frac{\alpha(m)}{g}(1-z), \\
\gamma_{\tau, \zeta}^{[0, m]}=\gamma_{\tau, \zeta} \cap[0, m] \times \mathbb{R}^{2} .
\end{gathered}
$$

We note by

$$
\kappa=(\tau, \zeta), \quad \vartheta=(\tilde{t}, \xi), \quad q=q(y)=(1, \bar{v}(y))^{T},
$$

then the curves defined in (38) can be written in the following form

$$
\begin{equation*}
\gamma_{\kappa}=\gamma_{\kappa, y, z}=\left\{(m, \vartheta) \in \mathbb{R}_{+} \times \mathbb{R}^{2} / \vartheta=\kappa-q(y) \frac{\alpha(m)}{g}(1-z)\right\} \tag{39}
\end{equation*}
$$

with

$$
\kappa(m, \vartheta, y, z)=\vartheta+q(y) \frac{\alpha(m)}{g}(1-z), \quad \gamma_{\kappa}^{[0, m]}=\gamma_{\kappa} \cap[0, m] \times \mathbb{R}^{2} .
$$

The curves family $\gamma_{\kappa}$ is similar to that defined in (9) in the stationary case, so in the same way, we define a measure $\mu_{\gamma}$ on the curves $\gamma_{\kappa}$ and the equation (37) will be

$$
\begin{equation*}
\frac{\partial}{\partial z} \sigma(z)=F_{z}(\sigma(z)), \sigma(z)=\sigma(\cdot, \cdot, \cdot, \cdot, z) \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{z}(\sigma(z))=F_{z}(\sigma(z))(m, \vartheta, y)= \tag{41}
\end{equation*}
$$

$$
\begin{gathered}
=-\frac{m \alpha(m)}{2 g} \int_{\gamma_{k}^{[0, m]}(,, y, z)} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma\left(m^{\prime}, \vartheta^{\prime}, y, z\right) \sigma\left(m-m^{\prime}, \vartheta^{\prime \prime}, y, z\right) \mu_{\gamma}\left(d m^{\prime}\right)+ \\
\quad+\frac{m \alpha(m)}{g} \int_{\gamma_{k(m, \vartheta, y, z)}} \beta\left(m, m^{\prime}\right) \sigma\left(m^{\prime}, \vartheta^{\prime}, y, z\right) \sigma(m, \vartheta, y, z) \mu_{\gamma}\left(d m^{\prime}\right)
\end{gathered}
$$

with $\vartheta^{\prime}$ and $\vartheta^{\prime \prime}$ are defined by the relation

$$
\left(m^{\prime}, \vartheta^{\prime}\right) \in \gamma_{\kappa(m, \vartheta, y, z)}, \quad\left(m-m^{\prime}, \vartheta^{\prime \prime}\right) \in \gamma_{\kappa(m, \vartheta, y, z)}^{[0, m]} .
$$

We remark that this equation is in the same type of the equation (12) in the stationary case and that the integral operator appearing in (41) verifies the same properties in lemmas $1,2,3$ and 4.

In the same way, the boundary and the initial conditions will be changed into

$$
\begin{equation*}
\sigma(m, \tilde{t}, \xi, y, 1)=\bar{\sigma}_{1}^{*}(m, \tilde{t}, \xi, y)=\bar{\sigma}_{1}^{*}(m, \vartheta, y) \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma\left(m,-\frac{\alpha(m)}{g}(1-z), \xi, y, z\right)=\bar{\sigma}_{0}^{*}(m, \xi, y, z) \tag{43}
\end{equation*}
$$

where $\bar{\sigma}_{0}^{*}$ and $\bar{\sigma}_{1}^{*}$ are the functions obtained of $\bar{\sigma}_{0}$ and $\bar{\sigma}_{1}$ by the change of variables introduced in (36).

### 4.1 Solution with an entry condition in class $L^{1}$

We define the domain in which we will consider the equation (40) by

$$
\begin{gather*}
\Omega={ }_{\kappa \in \mathbb{R}_{+}^{*} \times \mathbb{R},}^{\cup} \cup_{y \in \mathbb{R}, 0<z<1} \gamma_{\kappa, y, z}=  \tag{44}\\
=\left\{(m, \vartheta, y, z)=(m, \tilde{t}, \xi, y, z) \in \mathbb{R}_{+} \times \mathbb{R}^{3} \times\right] 0,1\left[/ \tilde{t}>\frac{\alpha(m)}{g}(z-1)\right\}
\end{gather*}
$$

and we pose

$$
\begin{gathered}
\Gamma_{a}=\left\{(m, \vartheta, y, z)=(m, \tilde{t}, \xi, y, z) \in \mathbb{R}_{+} \times \mathbb{R}^{3} \times[0,1] / \tilde{t}=\frac{\alpha(m)}{g}(z-1)\right\}, \\
\Gamma_{b}=\{z=1\} \cap \bar{\Omega} .
\end{gathered}
$$

The conditions (42)-(43) can be written in the form

$$
\begin{equation*}
\sigma=\bar{\sigma}_{1}^{*} \quad \text { on } \quad \Gamma_{b}, \quad \sigma=\bar{\sigma}_{0}^{*} \quad \text { on } \quad \Gamma_{a} . \tag{45}
\end{equation*}
$$

Proposition 2 Let $\bar{\sigma}_{(a)} \in L^{1}\left(\Gamma_{a}\right) \cap L^{\infty}\left(\Gamma_{a}\right)$ and $\bar{\sigma}_{(b)} \in L^{1}\left(\Gamma_{b}\right) \cap L^{\infty}\left(\Gamma_{b}\right)$ such that

$$
\begin{aligned}
& \qquad \bar{\sigma}_{(a)}(m, \vartheta, y, z) \geq 0 \quad \text { a.e. on } \quad \Gamma_{a}, \quad \bar{\sigma}_{(b)}(m, \vartheta, y) \geq 0 \quad \text { a.e. on } \quad \Gamma_{b}, \\
& \qquad \bar{\sigma}_{(a)}(m, \vartheta, y, z)=\bar{\sigma}_{(b)}(m, \vartheta, y)=0 \quad \text { for } \quad m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[.\right. \\
& \text { If } \quad \begin{array}{l}
\quad \max \left(\left\|\bar{\sigma}_{(a)}\right\|_{L^{\infty}\left(\Gamma_{a}\right)},\left\|\bar{\sigma}_{(b)}\right\|_{L^{\infty}\left(\Gamma_{b}\right)}\right)<\frac{1}{M_{1}\left(\bar{m}_{A}-\bar{m}_{a}\right)}
\end{array} \text {, }
\end{aligned}
$$

then there exists unique solution $\sigma$ of the equation (40) satisfying to the conditions

$$
\begin{equation*}
\sigma=\bar{\sigma}_{(b)} \quad \text { on } \Gamma_{b}, \quad \sigma=\bar{\sigma}_{(a)} \quad \text { on } \Gamma_{a}, \tag{46}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma \in C\left([0,1] ; L^{1}\left(\Omega_{z}\right) \cap L^{\infty}(\Omega)\right) \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{z}=\left\{(m, \vartheta, y)=(m, \tilde{t}, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{2} \times \mathbb{R} / \tilde{t}>\frac{\alpha(m)}{g}(z-1)\right\} \tag{48}
\end{equation*}
$$

Proof. In (40) and (41), the absence of derivative and integral compared to $y$ is remarked, as in (12), this implies that the equation (40) can be solved separately for each $y \in \mathbb{R}$.

We define for each point $(m, \vartheta) \in \mathbb{R}_{+} \times \mathbb{R}^{2}$ the number $\zeta_{1}(m, \vartheta) \in[0,1]$ such that

$$
\zeta_{1}(m, \vartheta)=\zeta_{1}(m, \tilde{t}, \xi)=\zeta_{1}(m, \tilde{t})= \begin{cases}\max \left(0,1+\frac{\tilde{t}}{\alpha(m)} g\right) & \text { if } \tilde{t} \leq 0  \tag{49}\\ 1 & \text { if } \tilde{t}>0\end{cases}
$$

and we have

$$
\left(m, \vartheta, y, \zeta_{1}(m, \vartheta)\right) \in \Gamma_{b} \cup \Gamma_{a} \quad \forall(m, \vartheta, y) \in \mathbb{R}_{+} \times \mathbb{R}^{2} \times \mathbb{R}, \quad \tilde{t} \geq-\frac{\alpha(m)}{g}
$$

these permit us to replace $(t, x) \in \mathbb{R}^{2}$ by the time axis, then we find the conditions for the proof of proposition 4.1 in [2], consequently renewing the stages of the proof of this one, we prove the proposition.

### 4.2 Existence and uniqueness of the global solution in time with a horizontal wind

In the same way to the stationary case, to obtain the existence and the uniqueness of the global solution with an horizontal wind in a general case, we use the "cone of dependence" property and the proposition 2.

We consider a set $\omega \in \mathbb{R}_{+} \times \mathbb{R}^{3}$ such that $0<\operatorname{mes}(\omega)<\infty$ and we define

$$
\begin{equation*}
D[\omega]=\bigcup_{(m, \vartheta, y) \in \omega} D_{(m, \vartheta, y)}, \tag{50}
\end{equation*}
$$

where

$$
\begin{array}{r}
D_{(m, \vartheta, y)}=\left(\bigcup_{0 \leq z \leq 1}\left(\bigcup_{\kappa_{-}(m, \vartheta, y, z) \leq \kappa \leq \kappa_{+}(m, \vartheta, y)} \gamma_{\kappa, y, z}\right)\right)=  \tag{51}\\
=\left\{\left(m^{\prime}, \vartheta^{\prime}, y^{\prime}, z^{\prime}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{3} \times[0,1] / \vartheta^{\prime}=\kappa-q\left(y^{\prime}\right) \frac{\alpha\left(m^{\prime}\right)}{g}\left(1-z^{\prime}\right),\right. \\
\left.y^{\prime}=y, \kappa_{-}\left(m, \vartheta, y, z^{\prime}\right) \leq \kappa \leq \kappa_{+}(m, \vartheta, y)\right\}
\end{array}
$$

with

$$
\left\{\begin{array}{l}
\kappa_{+}(m, \vartheta, y)=\kappa(m, \vartheta, y, 0)=\vartheta+q(y) \frac{\alpha(m)}{g},  \tag{52}\\
\kappa_{-}(m, \vartheta, y, z)=\kappa_{+}(m, \vartheta, y)-q(y) \frac{\bar{\alpha}_{0}}{g} z=\vartheta+q(y) \frac{\alpha(m)}{g}-q(y) \frac{\bar{\alpha}_{0}}{g} z .
\end{array}\right.
$$

We define $D_{\omega}(z)$ by

$$
\begin{aligned}
D_{\omega}(z) & =\bigcup_{(m, \vartheta, y) \in \omega}\left(\bigcup_{\kappa-(m, \vartheta, y, z) \leq \kappa \leq \kappa_{+}(m, \vartheta, y)} \gamma_{\kappa, y, z}\right)= \\
& =\left\{\left(m^{\prime}, \vartheta^{\prime}, y^{\prime}, z^{\prime}\right) \in D[\omega] \mid z^{\prime}=z\right\}
\end{aligned}
$$

We remark that $D[\omega]$ in the evolution case is defined in a similar way to the stationary case (see (19), (20), (21)) then we have the following lemma.

Lemma 6 Let $\bar{\sigma}_{(a)}^{[1]}$ and $\bar{\sigma}_{(a)}^{[2]}$ two functions defined on $\Gamma_{a}, \bar{\sigma}_{(b)}^{[1]}$ and $\bar{\sigma}_{(b)}^{[2]}$ two functions defined on $\Gamma_{b}$. We suppose that $\bar{\sigma}_{(a)}^{[1]}, \bar{\sigma}_{(a)}^{[2]}, \bar{\sigma}_{(b)}^{[1]}, \bar{\sigma}_{(b)}^{[2]}$ satisfy the conditions of the proposition 2. Let $\sigma^{[1]}$ (resp. $\sigma^{[2]}$ ) the solution of the equation (40) with the condition (46) and $\bar{\sigma}_{(a)}=\bar{\sigma}_{(a)}^{[1]}, \bar{\sigma}_{(b)}=\bar{\sigma}_{(b)}^{[1]}\left(\right.$ resp. $\bar{\sigma}_{(a)}=\bar{\sigma}_{(a)}^{[2]}$, $\left.\bar{\sigma}_{(b)}=\bar{\sigma}_{(b)}^{[2]}\right)$. If we have

$$
\begin{equation*}
\bar{\sigma}_{(b)}^{[1]}=\bar{\sigma}_{(b)}^{[2]} \quad \text { on } \Gamma_{b} \cap D[\omega], \quad \bar{\sigma}_{(a)}^{[1]}=\bar{\sigma}_{(a)}^{[2]} \quad \text { on } \Gamma_{a} \cap D[\omega], \tag{53}
\end{equation*}
$$

then

$$
\sigma^{[1]}=\sigma^{[2]} \text { a.e. in } D[\omega] \text {. }
$$

Proof. Writing the equation (40) into an integral form, we have

$$
\begin{gathered}
\sigma^{[i]}(m, \vartheta, y, z)=\sigma^{[i]}\left(m, \vartheta, y, \zeta_{1}(m, \vartheta)\right)+ \\
+\frac{m \alpha(m)}{2 g} \int_{z}^{\zeta_{1}} \int_{\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}^{[0, m]}} \beta\left(m-m^{\prime}, m^{\prime}\right) \sigma^{[i]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right) \sigma^{[i]}\left(m-m^{\prime}, \vartheta^{\prime \prime}, z^{\prime}\right) \\
\mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}-\frac{m \alpha(m)}{g} \int_{z}^{\zeta_{1}} \int_{\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}} \beta\left(m, m^{\prime}\right) \sigma^{[i]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right) \sigma^{[i]}\left(m, \vartheta, y, z^{\prime}\right) \\
\mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}, \quad i=1,2
\end{gathered}
$$

From (45) it results that

$$
\sigma^{[i]}\left(m, \vartheta, y, \zeta_{1}(m, \vartheta)\right)= \begin{cases}\bar{\sigma}_{(a)}^{[i]} & \text { on } \Gamma_{a} \\ \bar{\sigma}_{(b)}^{[i]} & \text { on } \Gamma_{b}\end{cases}
$$

$\zeta_{1}(m, \vartheta)$ is the number defined in (49).
Making the difference for $i=1$ and $i=2$, we have

$$
\begin{aligned}
& \quad\left|\sigma^{[1]}(m, \vartheta, y, z)-\sigma^{[2]}(m, \vartheta, y, z)\right| \leq\left|\sigma^{[1]}\left(m, \vartheta, y, \zeta_{1}\right)-\sigma^{[2]}\left(m, \vartheta, y, \zeta_{1}\right)\right|+ \\
& +C_{\beta}\left[\int _ { \gamma _ { k ( m , m ) } ^ { [ 0 , 9 ] } } ^ { \zeta _ { 1 } } \int \left(\left|\sigma^{[1]}\left(m-m^{\prime}, \vartheta^{\prime \prime}, y, z^{\prime}\right)-\sigma^{[2]}\left(m-m^{\prime}, \vartheta^{\prime \prime}, y, z^{\prime}\right)\right| \sigma^{[2]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right)+\right.\right. \\
& \left.+\left|\sigma^{[1]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right)-\sigma^{[2]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right)\right| \sigma^{[1]}\left(m-m^{\prime}, \vartheta^{\prime \prime}, y, z^{\prime}\right)\right) \mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}+ \\
& +\int_{z}^{\zeta_{1}} \int_{\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}}\left(\left|\sigma^{[1]}\left(m, \vartheta, y, z^{\prime}\right)-\sigma^{[2]}\left(m, \vartheta, y, z^{\prime}\right)\right| \sigma^{[2]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right)+\right. \\
& \left.\left.\quad+\left|\sigma^{[1]}\left(m^{\prime}, \vartheta^{\prime}, y, z^{\prime}\right)-\sigma^{[2]}\left(m^{\prime}, \vartheta^{\prime}, y, z\right)\right| \sigma^{[1]}\left(m, \vartheta, y, z^{\prime}\right)\right) \mu_{\gamma}\left(d m^{\prime}\right) d z^{\prime}\right]
\end{aligned}
$$

we deduce from it that

$$
\begin{gather*}
\left|\sigma^{[1]}(m, \vartheta, y, z)-\sigma^{[2]}(m, \vartheta, y, z)\right| \leq\left|\sigma^{[1]}\left(m, \vartheta, y, \zeta_{1}\right)-\sigma^{[2]}\left(m, \vartheta, y, \zeta_{1}\right)\right|+  \tag{54}\\
+C_{\beta}\left[\int _ { z } ^ { 1 } \left(\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}\right)}\right.\right. \\
\left\|\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{1}\left(\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}\right)}+\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, \cdot z^{\prime}\right)\right\|_{L^{1}\left(\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), z^{\prime}}\right)}
\end{gather*}
$$

$$
\begin{aligned}
& \left.\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot,, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\left.\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}\right)}\right)}\right) d z^{\prime}+ \\
& +\int_{z}^{1}\left(\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, \cdot,, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}\right)} \times\right. \\
& \times\left\|\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{1}\left(\gamma_{\left.\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}\right)}+\right.} \\
& +\left(\bar{m}_{A}-\bar{m}_{a}\right)\left\|\sigma^{[1]}\left(\cdot, \cdot,, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\left.\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}\right)} \times\right.} \\
& \left.\left.\times\left\|\sigma^{[1]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)-\sigma^{[2]}\left(\cdot, \cdot, \cdot, z^{\prime}\right)\right\|_{L^{\infty}\left(\gamma_{\kappa\left(m, \vartheta, y, z^{\prime}\right), y, z^{\prime}}\right)}\right) d z^{\prime}\right] .
\end{aligned}
$$

We remark that this inequality is similar to the inequality (24) in the proof of lemma 5 and by the same way we obtain the result.

Now we can prove the principal theorem.
Theorem 3 If $\bar{\sigma}_{0}^{*} \in L^{\infty}\left(\Gamma_{a}\right)$ and $\bar{\sigma}_{1}^{*} \in L^{\infty}\left(\Gamma_{b}\right)$ satisfy to the conditions

$$
\begin{gather*}
\bar{\sigma}_{0}^{*}(m, \xi, y, z) \geq 0 \quad \text { a.e. on } \Gamma_{a}, \quad \bar{\sigma}_{1}^{*}(m, \vartheta, y) \geq 0 \quad \text { a.e. on } \Gamma_{b},  \tag{55}\\
\bar{\sigma}_{0}^{*}(m, \xi, y, z)=0, \quad \bar{\sigma}_{1}^{*}(m, \vartheta, y)=0 \quad \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[,\right.  \tag{56}\\
\max \left(\left\|\bar{\sigma}_{0}^{*}\right\|_{L^{\infty}\left(\Gamma_{a}\right)} ;\left\|\bar{\sigma}_{1}^{*}\right\|_{L^{\infty}\left(\Gamma_{b}\right)}\right)<\frac{1}{M_{1}\left(\bar{m}_{A}-\bar{m}_{a}\right)}, \tag{57}
\end{gather*}
$$

then the equation (40) with the condition (45) admits one solution $\sigma$ and only one verifying

$$
\sigma \in L^{\infty}(\Omega)
$$

with

$$
\begin{gathered}
\sigma(m, \vartheta, y, z) \geq 0 \quad \text { a.e. in } \Omega, \\
\sigma(m, \vartheta, y, z)=0, \quad \text { for } m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[\text {. }\right.
\end{gathered}
$$

Proof. We consider a measurable and bounded sets family $\omega_{i}, i \in \mathbb{N}^{*}$, defined by

$$
\begin{align*}
& \omega_{i}=\left\{(m, \vartheta, y)=(m, \tilde{t}, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{3} / \bar{m}_{a} \leq m \leq \bar{m}_{A},\right.  \tag{58}\\
&=\left.-\frac{\alpha(m)}{g} \leq \tilde{t} \leq i,-i \leq \xi \leq i,-i \leq y \leq i\right\} \\
&=\Omega_{0} \cap\left\{(m, \vartheta, y)=(m, \tilde{t}, \xi, y) \in\left[\bar{m}_{a}, \bar{m}_{A}\right] \times \mathbb{R}^{3} / \tilde{t} \leq i\right\},
\end{align*}
$$

where $\Omega_{0}$ is the set defined in (48) with $z=0$. The definition of $D[\omega]$ (see (50)) permits us to define a number $N$ such that

$$
\begin{align*}
& D_{\omega_{i}}(1) \subset\left\{(m, \vartheta, y)=(m, \tilde{t}, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R}^{3} / \bar{m}_{a} \leq m \leq \bar{m}_{A}\right. \\
& \qquad \tilde{t} \leq i+N,-i-N \leq \xi \leq i+N,-i-1 \leq y \leq i+1\} \tag{59}
\end{align*}
$$

and we consider a function $\psi_{i} \in C^{\infty}\left(\mathbb{R}^{3}\right) ; \psi_{i} \geq 0$ such that
$\psi_{i}(\vartheta, y)=\psi_{i}(\tilde{t}, \xi, y)= \begin{cases}1 & \text { if } \tilde{t} \leq i+N,|\xi| \leq i+N,|y| \leq i+1 \\ 0 & \text { if } \tilde{t} \geq i+N+1,|\xi| \geq i+N+1, \quad|y| \geq i+2,\end{cases}$
then we have

$$
\begin{equation*}
D_{\omega_{i}}(1) \subset\left\{(m, \vartheta, y) \in \mathbb{R}_{+} \times \mathbb{R}^{3} / \psi_{i}(\vartheta, y)=1\right\} \quad i \in \mathbb{N}^{*} \tag{61}
\end{equation*}
$$

The theorem will be proved in the same way to theorem 5.1 of [2] (see also theorem 1 of the stationary case) by renewing the same stages.

The existence and the uniqueness of the solution in the $(m, t, x, y, z)$ co-ordinates is given in the following theorem.

Theorem 4 If $\bar{\sigma}_{0} \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]\right)$ and $\bar{\sigma}_{1} \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{2}\right)$ satisfy the conditions

$$
\begin{array}{r}
\bar{\sigma}_{0}(m, x, y, z) \geq 0 \quad \text { a.e. on } \quad \mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1], \\
\bar{\sigma}_{1}(m, t, x, y) \geq 0 \quad \text { a.e. on } \quad \mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{2}, \\
\bar{\sigma}_{0}(m, x, y, z)=\bar{\sigma}_{1}(m, t, x, y)=0 \quad \text { for } \quad m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[,\right. \\
\max \left(\left\|\bar{\sigma}_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{2} \times[0,1]\right)} ;\left\|\bar{\sigma}_{1}\right\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{2}\right)}\right)<\frac{1}{M_{1}\left(\bar{m}_{A}-\bar{m}_{a}\right)},
\end{array}
$$

then the equation (1) with the conditions (34) and (35) admits one solution $\sigma$ and only one verifying

$$
\sigma \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{2} \times\right] 0,1[)
$$

where

$$
\begin{gathered}
\left.\sigma(m, t, x, y, z) \geq 0 \quad \text { a.e. in } \quad \mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{2} \times\right] 0,1[, \\
\sigma(m, t, x, y, z)=0 \quad \text { for } \quad m \in\left[0, \bar{m}_{a}\right] \cup\left[\bar{m}_{A}, \infty[.\right.
\end{gathered}
$$

Proof. We associate to the problem (1), (34),(35), where the unknown function to find is $\sigma$, the problem (40), (45) by a bijective mapping defined by the change of variables $(m, t, x, y, z) \mapsto(\tilde{m}, \tilde{t}, \xi, \tilde{y}, \tilde{z})$ introduced in (36) with

$$
\sigma(m, t, x, y, z)=\tilde{\sigma}\left(m, t-\frac{\alpha(m)}{g}(1-z), x+\bar{v}(y) \frac{\alpha(m)}{g}(1-z), y, z\right) .
$$

If $\tilde{\sigma}(m, \tilde{t}, \xi, y, z)$ is the solution of the problem (40), (45) in which the existence and the uniqueness have been proved in theorem 3, then, we obtain the existence and the uniqueness of the solution $\sigma$ of (1), (34),(35) verifying the same conditions.
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#### Abstract

In this survey we present our recent results on analysis of gamma function and related functions. The results obtained are in the theory of asymptotic analysis, approximation of gamma and polygamma functions, or in the theory of completely monotonic functions. The motivation of this first part is the work of C. Mortici [Product Approximations via Asymptotic Integration Amer. Math. Monthly 117 (2010) 434-441] where a simple strategy for constructing asymptotic series is presented. The classical asymptotic series associated to Stirling, Wallis, Glaisher-Kinkelin are rediscovered. In the second section we discuss some new inequalities related to Landau constants and we establish some asymptotic formulas.
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## 1 A method for constructing asymptotic series and applications

The problem of approximating the gamma function goes back to Laplace formula which is the continuous version of the Stirling formula. In 1916 Srinivasa Ramanujan (see [4]) proposed a formula which was later studied by E. A. Karatsuba in [13] and Alzer [2].

A method for improving some approximation formulas for large factorials is to consider the corresponding asymptotic series. It is presented in [16] an original approach to the asymptotic evaluation of sums and products. As for usual, to an approximation formula $f(n) \sim g(n)$, it is associated the series

$$
\begin{equation*}
f(n) \sim g(n) \exp \left(\sum_{k=1}^{\infty} \frac{a_{k}}{n^{k}}\right) \tag{1}
\end{equation*}
$$

also called an asymptotic series. Such series have the advantage that in a truncated form, provides approximations to any accuracy $n^{-k}$.

The strategy in [16] is based on the idea that when series (1) is truncated at the $m$ th term, the approximation obtained should be the most precise possible among all approximations

$$
\begin{equation*}
f(n) \sim g(n) \exp \left(\sum_{k=1}^{m} \frac{a_{k}^{\prime}}{n^{k}}\right) \tag{2}
\end{equation*}
$$

where $a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{m}^{\prime}$ are any real numbers.
The first task is to compare the accuracy of two approximation formulas. We do this by associate to an approximation formula $f(n) \sim g(n)$ the relative error sequence $r_{n}$ by the relations

$$
f(n)=g(n) \exp r_{n}, \quad n \geq 1
$$

We consider $f(n) \sim g(n)$ as better as $r_{n}$ converges to zero faster.
Now a new task appears, that is to measure the speed of convergence of the sequence $r_{n}$. The tool used is the following

Lemma 1 (Speed of Convergence Lemma). If $\left(r_{n}\right)_{n \geq 1}$ is convergent to zero and

$$
\lim _{n \rightarrow \infty} n^{k}\left(r_{n}-r_{n+1}\right)=l, \quad \text { then } \quad \lim _{n \rightarrow \infty} n^{k-1} r_{n}=\frac{l}{k-1}, \quad(k \geq 2)
$$

In other words, $r_{n}$ is of $n^{-(k-1)}$ speed of convergence, in case $r_{n}-r_{n+1}$ is of order $n^{-k}$.

We cite from Batir [3]: "This lemma, despite of its simple appearance, is a strong tool to accelerate and measure the speed of convergence of some sequences having limit zero, and has proved by C. Mortici in [16]". As the reviewer of [16] asked, a detailed proof of Lemma 1 was presented for sake of completness.

We introduce the relative error sequence $\left(\lambda_{n}\right)_{n \geq 1}$ by

$$
f(n)=g(n) \exp \left(\sum_{k=1}^{m} \frac{a_{k}}{n^{k}}\right) \exp \lambda_{n}, \quad n \geq 1
$$

In order to use Lemma 1, we write

$$
\lambda_{n}-\lambda_{n+1}=\sum_{k=2}^{m+1} \frac{x_{k}-y_{k}}{n^{k}}+O\left(\frac{1}{n^{m+2}}\right)
$$

where

$$
\sum_{k=1}^{m} \frac{a_{k}}{n^{k}}-\sum_{k=1}^{m} \frac{a_{k}}{(n+1)^{k}}=\sum_{k=2}^{m+1} \frac{y_{k}}{n^{k}}+O\left(\frac{1}{n^{m+2}}\right)
$$

with

$$
a_{1}-\binom{k-1}{1} a_{2}+\cdots+(-1)^{k}\binom{k-1}{k-2} a_{k-1}=(-1)^{k} y_{k}, \quad 2 \leq k \leq m+1
$$

and assuming

$$
\begin{equation*}
\ln \frac{f(n) g(n+1)}{g(n) f(n+1)}=\sum_{k=2}^{\infty} \frac{x_{k}}{n^{k}} . \tag{3}
\end{equation*}
$$

The following main result is stated in [16].
Theorem 1. Suppose there is some $k$ such that $2 \leq k \leq m+1$ and $x_{k} \neq y_{k}$, and let $s=\min \left\{k \mid 2 \leq k \leq m+1, x_{k} \neq y_{k}\right\}$. Then

$$
\lim _{n \rightarrow \infty} n^{s-1} \lambda_{n}=\frac{x_{s}-y_{s}}{s-1} \in \mathbb{R} \backslash\{0\}
$$

and therefore the speed of convergence of $\left(\lambda_{n}\right)_{n \geq 1}$ is $n^{-(s-1)}$.
If $s \geq 3$, conditions $x_{k}=y_{k}$, for $2 \leq k \leq s-1$, are equivalent to the triangular system

$$
\begin{equation*}
x_{k}=(-1)^{k}\left(a_{1}-\binom{k-1}{1} a_{2}+\cdots+(-1)^{k}\binom{k-1}{k-2} a_{k-1}\right), \tag{4}
\end{equation*}
$$

which defines uniquely the best coefficients $a_{k}, 1 \leq k \leq s-2$.
These theoretical results were applied in [16] to deduce the series associated with some approximation formulas: Stirling, Burnside, GlaisherKinkelin, Wallis. Standard construction of these series makes appeal to Bernoulli numbers and Euler-Maclaurin summation formula.

To the Glaisher-Kinkelin constant defined by

$$
A=\lim _{n \rightarrow \infty} \frac{1^{1} 2^{2} 3^{3} \cdots n^{n}}{n^{n^{2} / 2+n / 2+1 / 12} e^{-n^{2} / 4}},
$$

the following asymptotic series is considered

$$
1^{1} 2^{2} 3^{3} \cdots n^{n} \sim A \cdot n^{\frac{n^{2}+n}{2}+\frac{1}{12}} e^{-n^{2} / 4} \exp \left(\sum_{k=1}^{\infty} \frac{a_{k}}{n^{k}}\right) .
$$

Here we have $f(n)=1^{1} 2^{2} 3^{3} \cdots n^{n}$ and $g(n)=A \cdot n^{\frac{n^{2}+n}{2}+\frac{1}{12}} e^{-n^{2} / 4}$. The values $x_{k}$ in (3) are

$$
x_{k}=(-1)^{k}\left(\frac{1}{2 k+2}-\frac{1}{2 k+4}-\frac{1}{12 k}\right),
$$

and the solution of the triangular system (4) is $a_{1}=0, a_{2}=1 / 720, a_{3}=$ $0, a_{4}=-1 / 5040, a_{5}=0, a_{6}=1 / 10080, \ldots$. Hence

$$
1^{1} 2^{2} 3^{3} \cdots n^{n} \sim A \cdot n^{\frac{n^{2}+n}{2}+\frac{1}{12}} e^{-n^{2} / 4} \exp \left(\frac{1}{720 n^{2}}-\frac{1}{5040 n^{4}}+\frac{1}{10080 n^{6}}-\cdots\right)
$$

The asymptotic series associated to Wallis formula is

$$
\frac{\pi}{2} \sim\left(\prod_{j=1}^{n} \frac{4 j^{2}}{4 j^{2}-1}\right) \exp \left(\sum_{k=1}^{\infty} \frac{a_{k}}{n^{k}}\right)
$$

With $f(n)=\frac{\pi}{2}$ and $g(n)=\prod_{j=1}^{n} \frac{4 j^{2}}{4 j^{2}-1}$ in (3), we get

$$
x_{k}=\frac{(-1)^{k}}{k}\left(\frac{3^{k}+1}{2^{k}}-2\right) .
$$

The solution of the triangular system (4) is $a_{1}=1 / 4, a_{2}=-1 / 8, a_{3}=5 / 96$, $a_{4}=-1 / 64, \ldots$. Hence

$$
\frac{\pi}{2} \sim\left(\prod_{j=1}^{n} \frac{4 j^{2}}{4 j^{2}-1}\right) \exp \left(\frac{1}{4 n}-\frac{1}{8 n^{2}}+\frac{5}{96 n^{3}}-\frac{1}{64 n^{4}}+\cdots\right) .
$$

By using standard transforms on asymptotic series, it is obtained in [16] the following formula

$$
\prod_{j=1}^{n} \frac{4 j^{2}}{4 j^{2}-1} \sim \frac{\pi}{2}\left(1-\frac{1}{4 n}+\frac{5}{32 n^{2}}-\frac{11}{128 n^{3}}+\frac{31}{768 n^{4}}-\cdots\right)
$$

which is an extension of the following formula presented by Hirschhorn in [12]:

$$
\prod_{j=1}^{n} \frac{4 j^{2}}{4 j^{2}-1} \sim \frac{\pi}{2}-\frac{\pi}{8 n}+O\left(\frac{1}{n^{2}}\right) \text { as } n \rightarrow \infty
$$

Undoubtedly the most used formula for estimating big factorials is the following

$$
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}
$$

now known as Stirling's formula. Classical methods for constructing the corresponding asymptotic series use some equations involving numeric series and improper integrals, Euler-Maclaurin summation formula, Legendre duplication formula, or the analytic definition of Bernoulli numbers. The method proposed in [16] is quite elementary. For the asymptotic series

$$
\begin{equation*}
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \left(\sum_{k=1}^{\infty} \frac{a_{k}}{n^{k}}\right) \tag{5}
\end{equation*}
$$

with $f(n)=n!$ and $g(n)=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}$, we have in (3)

$$
x_{k}=(-1)^{k} \frac{k-1}{2 k(k+1)} .
$$

The solution of the triangular system (4) is $a_{1}=1 / 12, a_{2}=0, a_{3}=-1 / 360$, $a_{4}=0, a_{5}=1 / 1260, a_{6}=0, a_{7}=-1 / 1680$, which are coefficients in (5).

It is presented in [17] the following asymptotic expansion in terms of Bernoulli numbers for every $p \in[0,1]$ :

$$
\begin{equation*}
\Gamma(x+1) \sim \sqrt{2 \pi e} \cdot e^{-p}\left(\frac{x+p}{e}\right)^{x+\frac{1}{2}} \cdot \exp \left\{\sum_{k=1}^{\infty} \frac{a_{p}(x)}{x^{k}}\right\}, \quad n \rightarrow \infty \tag{6}
\end{equation*}
$$

where

$$
a_{p}(x)=\frac{1}{k(k+1)}\left[B_{k+1}-(-1)^{k} p^{k}\left(\left(p-\frac{1}{2}\right) k-\frac{1}{2}\right)\right] .
$$

The class of approximations (6) was also recently studied by Nemes [22]. Particular case $p=1 / 2$ is Burnside series [6]:

$$
\Gamma(x+1) \sim \sqrt{2 \pi}\left(\frac{x+\frac{1}{2}}{e}\right)^{x+\frac{1}{2}} \exp \left(\sum_{k=1}^{\infty}\left(B_{k+1}+\frac{(-1)^{k}}{2^{k+1}}\right) \frac{1}{k(k+1) x^{k}}\right)
$$

while $p=1$ case provides the following formula:
$\Gamma(x+1) \sim \sqrt{\frac{2 \pi}{e}}\left(\frac{x+1}{e}\right)^{x+\frac{1}{2}} \exp \left(\sum_{k=1}^{\infty}\left(B_{k+1}-(-1)^{k} \frac{k-1}{2}\right) \frac{1}{k(k+1) x^{k}}\right)$.
As usually truncations of these series provide upper- and lower- estimates. The following double inequalities were presented in [17]:

Theorem 2. For every $x \geq 1$, we have

$$
\sqrt{2 \pi}\left(\frac{x+\frac{1}{2}}{e}\right)^{x+\frac{1}{2}} \exp a(x)<\Gamma(x+1)<\sqrt{2 \pi}\left(\frac{x+\frac{1}{2}}{e}\right)^{x+\frac{1}{2}} \exp b(x)
$$

where
$a(x)=-\frac{1}{24 x}+\frac{1}{48 x^{2}}-\frac{23}{2880 x^{3}}+\frac{1}{640 x^{4}}+\frac{11}{40320 x^{5}}+\frac{1}{5376 x^{6}}-\frac{143}{215040 x^{7}}$
and

$$
b(x)=a(x)+\frac{143}{215040 x^{7}} .
$$

Theorem 3. For every $x \geq 1$, we have

$$
\sqrt{\frac{2 \pi}{e}}\left(\frac{x+1}{e}\right)^{x+\frac{1}{2}} \exp c(x)<\Gamma(x+1)<\sqrt{\frac{2 \pi}{e}}\left(\frac{x+1}{e}\right)^{x+\frac{1}{2}} \exp d(x),
$$

where

$$
c(x)=\frac{1}{12 x}-\frac{1}{12 x^{2}}+\frac{29}{360 x^{3}}-\frac{3}{40 x^{4}}+\frac{17}{252 x^{5}}-\frac{5}{84 x^{6}}
$$

and

$$
d(x)=c(x)+\frac{89}{1680 x^{7}}
$$

Liu [15] established the following integral version of Stirling's formula

$$
\Gamma(n+1)=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \cdot \exp \left(\int_{n}^{\infty} \frac{\frac{1}{2}-\{t\}}{t} d t\right)
$$

An extension to Nemes' family was presented in [18]. The following formula is valid for every $p \in[0,1]$ :

$$
\begin{gathered}
\Gamma(n+1)=\sqrt{2 \pi e} \cdot e^{-p}\left(\frac{n+p}{e}\right)^{n+\frac{1}{2}} \\
\cdot \exp \left(\int_{n}^{\infty}\left(\frac{\frac{3}{2}-p-\{t\}}{t+p}+\frac{p}{p\{t\}+[t]}-\frac{1}{t}\right) d t\right) .
\end{gathered}
$$

According to our discussion in general case, the Stirling series in terms of Bernoulli numbers

$$
\begin{equation*}
\Gamma(n+1) \sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \left\{\sum_{k=1}^{\infty} \frac{B_{2 k}}{2 k(2 k-1) n^{2 k-1}}\right\} \tag{7}
\end{equation*}
$$

is of best performance from the approximation point of view when it is truncated at every term. However better results can be obtained if we consider the truncations in (7) as rational functions of the form

$$
\sum_{k=1}^{m} \frac{B_{2 k}}{2 k(2 k-1) n^{2 k-1}}=\frac{R_{m}\left(n^{2}\right)}{12 n T_{m}\left(n^{2}\right)},
$$

where $R_{m}, T_{m}$ are polynomials of $(m-1)$ th degree, with the leading coefficients equal to unity. It is indicated in [19] how can be constructed polynomials $P_{m}, Q_{m}$ of $(m-1)$ th degree such that the approximation

$$
\begin{equation*}
\Gamma(n+1) \sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{P_{m}\left(n^{2}\right)}{12 n Q_{m}\left(n^{2}\right)} \tag{8}
\end{equation*}
$$

is the best possible among all approximations of the form

$$
\Gamma(n+1) \sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{P_{m}^{\prime}\left(n^{2}\right)}{12 n Q_{m}^{\prime}\left(n^{2}\right)}
$$

where $P_{m}^{\prime}$ and $Q_{m}^{\prime}$ are every polynomials of $(m-1)$ th degree with leading coefficient equal to unity. New obtained approximations (8) are more accurate than the $m$ th approximation of the classical Stirling series (7). Initial approximations

$$
\begin{equation*}
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{n^{2}+\frac{53}{210}}{12 n\left(n^{2}+\frac{2}{7}\right)}=: \rho_{1} \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{n^{4}+\frac{2559}{1430} n^{2}+\frac{22999}{90090}}{12 n\left(n^{4}+\frac{782}{429} n^{2}+\frac{263}{858}\right)}=: \rho_{2} \tag{10}
\end{equation*}
$$

are more accurate than the classical approximations arising from Stirling series truncated at the second, respective at the third term, namely

$$
\begin{gather*}
n!\approx \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{30 n^{2}-1}{360 n^{3}}=: \sigma_{1},  \tag{11}\\
n!\approx \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{210 n^{4}-7 n^{2}+2}{2520 n^{5}}=: \sigma_{2} . \tag{12}
\end{gather*}
$$

In order to offer an initial image, we consider a comparison table to prove the superiority of (9)-(10) over (11)-(12).

| $n$ | $\ln \left(n!/ \sigma_{1}\right)$ | $\ln \left(\rho_{1} / n!\right)$ |
| :--- | :--- | :--- |
| 10 | $7.8 \times 10^{-9}$ | $3.6 \times 10^{-11}$ |
| 100 | $7.9 \times 10^{-14}$ | $3.6 \times 10^{-18}$ |
| 250 | $8.1 \times 10^{-16}$ | $6.0 \times 10^{-21}$ |


| $n$ | $\ln \left(\sigma_{2} / n!\right)$ | $\ln \left(n!/ \rho_{2}\right)$ |
| :--- | :--- | :--- |
| 10 | $5.8 \times 10^{-11}$ | $5.2 \times 10^{-15}$ |
| 100 | $5.9 \times 10^{-18}$ | $5.7 \times 10^{-26}$ |
| 250 | $9.7 \times 10^{-21}$ | $3.1 \times 10^{-27}$ |

Rigorous proofs of these facts are presented in [19]. Remark that the first approximations (8) are the approximations obtained by truncation the classical Stieltjes continued fraction to gamma function, but the proof of this result is left as an open problem in [19].

In order to show our method, let us search the best constants $a_{1}, a_{2}$ in $m=2$ case:

$$
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{n^{2}+a_{1}}{12\left(n^{3}+a_{2} n\right)}
$$

For the relative error sequence $z_{n}$ defined by

$$
n!=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{n^{2}+a_{1}}{12\left(n^{3}+a_{2} n\right)} \exp z_{n}, \quad(n \geq 1)
$$

we used Maple software for symbolic computation to deduce

$$
\begin{aligned}
z_{n}-z_{n+1} & =\left(-\frac{1}{4} a_{1}+\frac{1}{4} a_{2}-\frac{1}{120}\right) \frac{1}{n^{4}}-2\left(-\frac{1}{4} a_{1}+\frac{1}{4} a_{2}-\frac{1}{120}\right) \frac{1}{n^{5}} \\
& +\left(\frac{5}{6} a_{2}-\frac{5}{6} a_{1}+\frac{5}{12} a_{1} a_{2}-\frac{5}{12} a_{2}^{2}-\frac{1}{42}\right) \frac{1}{n^{6}} \\
& +\left(\frac{5}{4} a_{1}-\frac{5}{4} a_{2}-\frac{5}{4} a_{1} a_{2}+\frac{5}{4} a_{2}^{2}+\frac{5}{168}\right) \frac{1}{n^{7}}+O\left(\frac{1}{n^{8}}\right) .
\end{aligned}
$$

Now the fastest sequence $z_{n}$ is obtained when the first two coefficients in this power series vanish, that is $a_{1}=\frac{53}{210}, a_{2}=\frac{2}{7}$.

In case $m=3$, we define the sequence $t_{n}$ by

$$
n!=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \frac{n^{4}+b_{1} n^{2}+b_{2}}{12\left(n^{5}+b_{3} n^{3}+b_{4} n\right)} \exp t_{n}, \quad(n \geq 1)
$$

As

$$
\begin{aligned}
t_{n} & -t_{n+1}=\left(-\frac{1}{4} b_{1}+\frac{1}{4} b_{3}-\frac{1}{120}\right) \frac{1}{n^{4}}-2\left(-\frac{1}{4} b_{1}+\frac{1}{4} b_{3}-\frac{1}{120}\right) \frac{1}{n^{5}} \\
& +\left(\frac{5}{6} b_{3}-\frac{5}{12} b_{2}-\frac{5}{6} b_{1}+\frac{5}{12} b_{4}+\frac{5}{12} b_{1} b_{3}-\frac{5}{12} b_{3}^{2}-\frac{1}{42}\right) \frac{1}{n^{6}}+O\left(\frac{1}{n^{7}}\right)
\end{aligned}
$$

we get $b_{1}=\frac{2559}{1430}, b_{2}=\frac{22999}{90090}, b_{3}=\frac{782}{429}, b_{4}=\frac{263}{858}$. In this case,

$$
t_{n}-t_{n+1}=-\frac{80713}{12972960 n^{12}}+O\left(\frac{1}{n^{13}}\right)
$$

The following estimates were stated in [19]:
Theorem 4. For every positive integer n, we have

$$
\exp \left(\frac{P_{2}\left(n^{2}\right)}{12 n Q_{2}\left(n^{2}\right)}-\frac{13}{35280 n^{7}}\right)<\frac{n!}{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}}<\exp \frac{P_{2}\left(n^{2}\right)}{12 n Q_{2}\left(n^{2}\right)}
$$

We illustrate our method by providing
The proof of Theorem 4. We have to prove that $a_{n}>0$ and $b_{n}<0$, where

$$
\begin{gathered}
a_{n}=\frac{P_{2}\left(n^{2}\right)}{12 n Q_{2}\left(n^{2}\right)}-\ln \frac{n!}{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}}, \\
b_{n}=\frac{P_{2}\left(n^{2}\right)}{12 n Q_{2}\left(n^{2}\right)}-\frac{13}{35280 n^{7}}-\ln \frac{n!}{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}} .
\end{gathered}
$$

As $a_{n}, b_{n}$ converge to zero, it suffices to show that $a_{n}$ is strictly decreasing, while $b_{n}$ is strictly increasing. In this sense, $a_{n+1}-a_{n}=f(n), b_{n+1}-b_{n}=$ $g(n)$, where

$$
f(x)=\left(x+\frac{1}{2}\right) \ln \left(1+\frac{1}{x}\right)-1+\frac{P_{2}\left((x+1)^{2}\right)}{12(x+1) Q_{2}\left((x+1)^{2}\right)}-\frac{P_{2}\left(x^{2}\right)}{12 x Q_{2}\left(x^{2}\right)}
$$

and

$$
g(x)=f(x)-\left(\frac{13}{35280(x+1)^{7}}-\frac{13}{35280 x^{7}}\right) .
$$

The function $f$ is strictly concave, while $g$ is strictly convex with $f(\infty)=$ $g(\infty)=0$, so $f(x)<0$ and $g(x)>0$, for every $x \in[1, \infty)$ and the theorem is proved.

In the same manner, the following result is stated in [19]:
Theorem 5. For every positive integer n, we have

$$
\exp \left(\frac{P_{3}\left(n^{2}\right)}{12 n Q_{3}\left(n^{2}\right)}-\frac{80713}{142702560 n^{11}}\right)<\frac{n!}{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}}<\exp \frac{P_{3}\left(n^{2}\right)}{12 n Q_{3}\left(n^{2}\right)}
$$

## 2 Landau constants

E. Landau studied the asymptotic behaviour of the constants

$$
G_{n}=1+\left(\frac{1}{2}\right)^{2}+\left(\frac{1 \cdot 3}{2 \cdot 4}\right)^{2}+\ldots+\left(\frac{1 \cdot 3 \cdot \ldots \cdot(2 n-1)}{2 \cdot 4 \cdot \ldots \cdot(2 n)}\right)^{2}
$$

(now known as Landau constants) proving the asymptotic formula $G_{n} \sim$ $(1 / \pi) \ln n$, see e.g. [14]. Then Watson [24] proposed

$$
G_{n}=c_{0}+\frac{1}{\pi} \ln (n+1)-\frac{1}{4 \pi(n+1)}+O\left(\frac{1}{n^{2}}\right)
$$

where $c_{0}=\frac{1}{\pi}(\gamma+4 \ln 2)=1.06627 \ldots$ and $\gamma=0.577 \ldots$ is Euler-Mascheroni constant. Further improvements were presented by Brutman [5]

$$
1+\frac{1}{\pi} \ln (n+1)<G_{n}<1.0663+\frac{1}{\pi} \ln (n+1)
$$

and Falaleev [9]

$$
\begin{equation*}
1.0662+\frac{1}{\pi} \ln \left(n+\frac{3}{4}\right)<G_{n}<1.0916+\frac{1}{\pi} \ln \left(n+\frac{3}{4}\right) . \tag{13}
\end{equation*}
$$

It is showed in [20] that $3 / 4$ is the best possible constant that can be used in (13). The proofs are based on inequalities

$$
\begin{equation*}
s(x)<\ln \Gamma(x+1)<t(x) \tag{14}
\end{equation*}
$$

where

$$
s(x)=\ln \sqrt{2 \pi}+\left(x+\frac{1}{2}\right) \ln x-x+\frac{1}{12 x}-\frac{1}{360 x^{3}}+\frac{1}{1260 x^{5}}-\frac{1}{1680 x^{7}}
$$

and
$t(x)=\ln \sqrt{2 \pi}+\left(x+\frac{1}{2}\right) \ln x-x+\frac{1}{12 x}-\frac{1}{360 x^{3}}+\frac{1}{1260 x^{5}}-\frac{1}{1680 x^{7}}+\frac{1}{1188 x^{9}}$.
They are a consequence of a result of Alzer [2, Theorem 8].
By (14), we get

$$
\begin{equation*}
e^{u(x)}<\frac{1}{16^{x}}\left(\frac{\Gamma(2 x+1)}{(\Gamma(x+1))^{2}}\right)^{2}<e^{v(x)}, \tag{15}
\end{equation*}
$$

where

$$
u(x)=2 s(2 x)-4 t(x)-x \ln 16, \quad v(x)=2 t(2 x)-4 s(x)-x \ln 16 .
$$

Mortici [20] used (15) to establish the following
Theorem 6. For every integer $n \geq 1$, we have

$$
\begin{equation*}
c_{0}+\frac{1}{\pi} \ln \left(n+\frac{3}{4}\right)<G_{n}<c_{0}+\frac{1}{\pi} \ln \left(n+\frac{3}{4}+\frac{11}{192 n}\right) . \tag{16}
\end{equation*}
$$

Proof. As $n=1,2$ cases can be easily proven, we assume $n \geq 3$. The sequence

$$
a_{n}=G_{n}-c_{0}-\frac{1}{\pi} \ln \left(n+\frac{3}{4}\right)
$$

converges to zero and it suffices to show that $\left(a_{n}\right)_{n \geq 3}$ is strictly decreasing. As
$a_{n}-a_{n-1}=\frac{1}{16^{n}}\left(\frac{\Gamma(2 n+1)}{(\Gamma(n+1))^{2}}\right)^{2}-\frac{1}{\pi} \ln \left(1+\frac{1}{n-\frac{1}{4}}\right)<e^{v(n)}-\frac{1}{\pi} \sum_{k=1}^{4} \frac{(-1)^{k-1}}{k\left(n-\frac{1}{4}\right)^{k}}$,
we have to prove that $f(x)<0$, where

$$
f(x)=v(x)-\ln \left(\frac{1}{\pi} \sum_{k=1}^{4} \frac{(-1)^{k-1}}{k\left(x-\frac{1}{4}\right)^{k}}\right) .
$$

This function has its derivative $f^{\prime}>0$ on $[3, \infty)$. Now $f$ is strictly increasing on $[3, \infty)$, with $f(\infty)=0$, so $f(x)<0$, for every $x \in[3, \infty)$.

For the right-hand side inequality (16), define the sequence

$$
b_{n}=G_{n}-c_{0}-\frac{1}{\pi} \ln \left(n+\frac{3}{4}+\frac{11}{192 n}\right)
$$

and proceed as above. We have

$$
\begin{gathered}
b_{n}-b_{n-1}=\frac{1}{16^{n}}\left(\frac{\Gamma(2 n+1)}{(\Gamma(n+1))^{2}}\right)^{2}-\frac{1}{\pi} \ln \left(1+\frac{1+\frac{11}{192 n}-\frac{11}{192(n-1)}}{n-\frac{1}{4}+\frac{11}{192(n-1)}}\right) \\
\left.>e^{u(n)}-\frac{1}{\pi} \sum_{k=1}^{5} \frac{(-1)^{k-1}}{k\left(\frac{n-\frac{1}{4}+\frac{11}{192(n-1)}}{1+\frac{11}{192 n}-192(n-1)}\right.}\right)^{k}
\end{gathered}
$$

The function

$$
g(x)=u(x)-\ln \left(\frac{1}{\pi} \sum_{k=1}^{5} \frac{(-1)^{k-1}}{k\left(\frac{x-\frac{1}{4}+\frac{11}{192(x-1)}}{1+\frac{11}{192 x}-\frac{11}{192(x-1)}}\right)^{k}}\right),
$$

is strictly decreasing on $[3, \infty)$, with $g(\infty)=0$, so $g(x)>0$, for every $x \in[3, \infty)$.

Zhao [25] extended the asymptotic expansion of $G_{n}$ to

$$
G_{n}=c_{0}+\frac{1}{\pi} \ln (n+1)-\frac{1}{4 \pi(n+1)}+\frac{5}{192 \pi(n+1)^{2}}+O\left(\frac{1}{(n+1)^{3}}\right),
$$

then Mortici [20] proved the following improvement
Theorem 7. For every integer $n \geq 1$, we have

$$
\begin{align*}
& \qquad c_{0}+\frac{1}{\pi} \ln (n+1)-\frac{1}{4 \pi(n+1)}+\frac{5}{192 \pi(n+1)^{2}}  \tag{17}\\
& +\frac{3}{128 \pi(n+1)^{3}}-\frac{341}{122880 \pi(n+1)^{4}}-\frac{75}{8192 \pi(n+1)^{5}}<G_{n} \\
& <\mathrm{c}_{0}+\frac{1}{\pi} \ln (n+1)-\frac{1}{4 \pi(n+1)}+\frac{5}{192 \pi(n+1)^{2}}+\frac{3}{128 \pi(n+1)^{3}}- \\
& -\frac{341}{122880 \pi(n+1)^{4}} \\
& \text { and the following asymptotic formula holds as } n \rightarrow \infty \text { : }
\end{align*}
$$

$$
G_{n}=c_{0}+\frac{1}{\pi} \ln (n+1)-\frac{1}{4 \pi(n+1)}+\frac{5}{192 \pi(n+1)^{2}}
$$

$$
+\frac{3}{128 \pi(n+1)^{3}}-\frac{341}{122880 \pi(n+1)^{4}}+O\left(\frac{1}{(n+1)^{5}}\right)
$$

Cvijović and Klinowski [8] presented some estimates in terms of the digamma function

$$
c_{0}+\frac{1}{\pi} \psi\left(n+\frac{5}{4}\right)<G_{n}<1.0725+\frac{1}{\pi} \psi\left(n+\frac{5}{4}\right)
$$

and

$$
0.9883+\frac{1}{\pi} \psi\left(n+\frac{3}{2}\right)<G_{n}<c_{0}+\frac{1}{\pi} \psi\left(n+\frac{3}{2}\right) \quad(n \geq 0)
$$

as Alzer [1] proved the following double sharp inequality

$$
c_{0}+\frac{1}{\pi} \psi(n+\alpha)<G_{n}<c_{0}+\frac{1}{\pi} \psi(n+\beta), \quad(n \geq 1)
$$

where $\alpha=5 / 4$ and $\beta=\psi^{-1}\left(\pi\left(1-c_{0}\right)\right)=1.26621 \ldots$.
Mortici [20] improved the above results of Cvijović, Klinowski and Alzer as follows:

Theorem 8. For every positive integer n, we have

$$
\begin{gather*}
c_{0}+\frac{1}{\pi} \psi\left(n+\frac{5}{4}\right)+\frac{1}{64 \pi n^{2}}-\frac{3}{128 \pi n^{3}}<G_{n} \\
<c_{0}+\frac{1}{\pi} \psi\left(n+\frac{5}{4}\right)+\frac{1}{64 \pi n^{2}}-\frac{3}{128 \pi n^{3}}+\frac{173}{8192 \pi n^{4}} . \tag{18}
\end{gather*}
$$

Cases $n=1,2$ are true, so we assume $n \geq 3$. The sequence

$$
t_{n}=G_{n}-c_{0}-\frac{1}{\pi} \psi\left(n+\frac{5}{4}\right)-\frac{1}{64 \pi n^{2}}+\frac{3}{128 \pi n^{3}}
$$

is strictly decreasing. As

$$
\begin{gathered}
t_{n}-t_{n-1}=\frac{1}{16^{n}} \frac{(\Gamma(2 n+1))^{2}}{(\Gamma(n+1))^{4}}-\frac{1}{\pi\left(n+\frac{1}{4}\right)} \\
-\frac{1}{64 \pi n^{2}}+\frac{3}{128 \pi n^{3}}+\frac{1}{64 \pi(n-1)^{2}}-\frac{3}{128 \pi(n-1)^{3}},
\end{gathered}
$$

we have to prove that $m<0$, where

$$
m(x)=v(x)-
$$

$$
-\ln \left(\frac{1}{\pi\left(x+\frac{1}{4}\right)}+\frac{1}{64 \pi x^{2}}-\frac{3}{128 \pi x^{3}}-\frac{1}{64 \pi(x-1)^{2}}+\frac{3}{128 \pi(x-1)^{3}}\right) .
$$

But $m$ is strictly increasing with $m(\infty)=0$, so $m<0$ on $[3, \infty)$.
For the right-hand side inequality (18), the sequence

$$
z_{n}=G_{n}-c_{0}-\frac{1}{\pi} \psi\left(n+\frac{5}{4}\right)-\frac{1}{64 \pi n^{2}}+\frac{3}{128 \pi n^{3}}-\frac{173}{8192 \pi n^{4}}
$$

is strictly increasing and the argument is similar.
Recent studies on Landau and Lebesgue constants were performed by Chen and Choi [7], Granath [10], or Nemes [23].
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#### Abstract

In this survey we present our recent results on analysis of gamma function and related functions. The results obtained are in the theory of asymptotic analysis, approximation of gamma and polygamma functions, or in the theory of completely monotonic functions. In the second part of this survey we show how the theory of completely monotonic functions can be used to establish sharp bounds for gamma and related functions.
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## 1 Introduction and Motivation

By a completely monotonic function on an interval $I$ we mean a function $z: I \rightarrow \mathbb{R}$ which admits derivatives of any order and satisifies the following

[^3]inequalities for every $x \in I$ and integer $n \geq 0$ :
$$
(-1)^{n} z^{(n)}(x) \geq 0
$$

The definition and further properties of other classes of completely monotonic functions (including (almost) completely monotonic, (almost) logarithmically completely monotonic, strongly completely monotonic, completely monotonic of $n$th order) can be found for example in [6], [7], [15], [16], [29], or [34].

Completely monotonic functions are of great help in the problem of approximating the function $z$ itself as well the derivatives $z^{(n)}$. More precisely, if we take into account that the derivative of $z^{(n)}$ keep constant sign and consequently the function $z^{(n)}$ is monotone, $z^{(n)}(x)$ lies between $z^{(n)}(a)$ and $z^{(n)}(b)$, as $x$ runs between $a$ and $b$.

Moreover, completely monotone functions involving gamma function provide sharp bounds for gamma and polygamma functions.

A tool for proving the complete monotonicity of a function is Bernstein-Widder-Hausdorff theorem (see, e.g., [35, p. 161]) which states that a function is completely monotonic on $(0, \infty)$ if and only if the following integral representation is valid for every $x>0$ :

$$
\begin{equation*}
z(x)=\int_{0}^{\infty} e^{-x t} d \mu(t) \tag{1}
\end{equation*}
$$

Here $\mu$ is a non-negative measure on $[0, \infty)$ such that the integral converges for all $x>0$.

The Euler gamma function is defined by the following formula for every real $x>0$ :

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t
$$

while the logarithmic derivative of $\Gamma$ is called digamma (or psi) function,

$$
\psi(x)=\frac{d}{d x}(\ln \Gamma(x))=\frac{\Gamma^{\prime}(x)}{\Gamma(x)} .
$$

Further derivatives $\psi^{\prime}, \psi^{\prime \prime}, \psi^{\prime \prime \prime}, \ldots$ are called tri-, tetra-, penta-gamma function, and in general, $\psi^{(n)}$ with $n=1,2,3, \ldots$ are polygamma functions.

In order to prove the complete monotonicity of a function involving gamma and polygamma functions on $(0, \infty)$ using (1), the following integral representations are of main help:

$$
\begin{equation*}
\frac{1}{x^{r}}=\frac{1}{\Gamma(r)} \int_{0}^{\infty} t^{r-1} e^{-t x} d t \quad(x>0, r>1) \tag{2}
\end{equation*}
$$

$$
\psi(x)=\int_{0}^{\infty}\left(\frac{e^{-t}}{t}-\frac{e^{-x t}}{1-e^{-t}}\right) d t \quad(x>0)
$$

and

$$
\begin{equation*}
\psi^{(n)}(x)=(-1)^{n+1} \int_{0}^{\infty} \frac{t^{n}}{1-e^{-t}} e^{-t x} d t \quad(x>0, n \geq 1) \tag{3}
\end{equation*}
$$

For further details, please see [1].
Usually to an approximation formula of the gamma function of type

$$
\begin{equation*}
\Gamma(x+1) \sim \omega(x) \tag{4}
\end{equation*}
$$

in the sense that the ratio $\Gamma(x+1) / \omega(x)$ tends to 1 , as $x$ approaches infinity, the following function is attached:

$$
\begin{equation*}
F(x)=\ln \frac{\Gamma(x+1)}{\omega(x)} . \tag{5}
\end{equation*}
$$

If $F$ (sometimes $-F$ ) is completely monotonic then important results related to approximation formula (4) can be established. Let us assume for example that $F$ is completely monotonic on $[1, \infty)$, possible on $(0, \infty)$. As $F^{\prime}<0$, the function $F$ is strictly decreasing on $[1, \infty)$. Thus $F(\infty)<F(x) \leq F(1)$, which can be rearranged in the form of the following double inequality valid for every $x \in[1, \infty)$ :

$$
\alpha \cdot \omega(x)<\Gamma(x+1)<\beta \cdot \omega(x) .
$$

Here the constants $\alpha=\exp F(1)$ and $\beta=\exp F(\infty)=1$ are the best possible.

Furthermore, we can exploit the monotonicity of $F^{\prime}$ to obtain sharp bounds for the digamma function. Assuming that $\omega$ is derivable, we get

$$
F^{\prime}(x)=\psi(x+1)-\frac{\omega^{\prime}(x)}{\omega(x)} .
$$

But $F^{\prime \prime}>0$, so $F^{\prime}$ is strictly increasing on $[1, \infty)$, which can be written as $F^{\prime}(1) \leq F^{\prime}(x)<F^{\prime}(\infty)$. The following sharp inequalities hold true for every real $x \in[1, \infty)$ :

$$
\alpha^{\prime}+\frac{\omega^{\prime}(x)}{\omega(x)} \leq \psi(x+1)<\beta^{\prime}+\frac{\omega^{\prime}(x)}{\omega(x)},
$$

where $\alpha^{\prime}=F^{\prime}(1)$ and $\beta^{\prime}=F^{\prime}(\infty)$.

These are the first illustration of our method for establishing sharp bounds for gamma and digamma functions related to approximation formula (4). In a similar manner inequalities for polygamma functions can be stated using the $n$th derivative of $F$.

In conclusion the study of the monotonicity of the function $F$ associated to an approximation formula (4) is of great importance in the theory of approximation of gamma, polygamma and other related functions.

## 2 The Technique

In order to illustrate the technique, we present the results stated in [18]. Undoubtedly the most used formula for approximating large factorials is Stirling's formula

$$
\Gamma(x+1) \sim \sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x} .
$$

A slightly better result was proposed by Burnside (see, e.g. [5]):

$$
\begin{equation*}
\Gamma(x+1) \sim \sqrt{2 \pi}\left(\frac{x+1 / 2}{e}\right)^{x+\frac{1}{2}} \tag{6}
\end{equation*}
$$

It has been proved in [24] that the function

$$
F(x)=\ln \frac{\Gamma(x+1)}{\sqrt{2 \pi}\left(\frac{x+1 / 2}{e}\right)^{x+\frac{1}{2}}} .
$$

associated to the Burnside formula is completely monotonic.
For sake of completness, we reproduce here a sketch of proof of the above result stated in [24]. As

$$
F(x)=\ln \Gamma(x+1)-\ln \sqrt{2 \pi}-\left(x+\frac{1}{2}\right) \ln \left(x+\frac{1}{2}\right)+x+\frac{1}{2},
$$

we obtain

$$
F^{\prime}(x)=\psi(x+1)-\ln \left(x+\frac{1}{2}\right) .
$$

Using the recurrence formula

$$
\psi(x+1)=\psi(x)+\frac{1}{x}
$$

(see, e.g., [1, p. 258]), we obtain

$$
F^{\prime}(x)=\psi(x)+\frac{1}{x}-\ln \left(x+\frac{1}{2}\right),
$$

then

$$
F^{\prime \prime}(x)=\psi^{\prime \prime}(x)-\frac{1}{x^{2}}-\frac{1}{x+\frac{1}{2}} .
$$

Using (2) and (3), we deduce that

$$
F^{\prime \prime}(x)=\int_{0}^{\infty} \frac{t e^{-x t}}{1-e^{-t}} d t-\int_{0}^{\infty} t e^{-x t} d t-\int_{0}^{\infty} e^{-\left(x+\frac{1}{2}\right) t} d t
$$

or

$$
F^{\prime \prime}(x)=\int_{0}^{\infty} \frac{e^{-(x+1) t}}{1-e^{-t}} \varphi(t) d t
$$

where

$$
\varphi(t)=t-e^{-\frac{1}{2} t}\left(e^{t}-1\right)
$$

The function $\varphi$ is strictly decreasing, since $\varphi^{\prime}(t)=-\frac{1}{2} e^{-\frac{1}{2} t}\left(e^{\frac{1}{2} t}-1\right)^{2}<0$. For $t>0$, we have $\varphi(t)<\varphi(0)=0$. According to Bernstein- WidderHausdorff theorem, $-F^{\prime \prime}$ is strictly completely monotonic. using the definition, we obtain

$$
(-1)^{n}\left(-F^{\prime \prime}\right)^{(n)} \geq 0
$$

for every integer $n \geq 0$. By replacing $\left(-F^{\prime \prime}\right)^{(n)}$ by $(-F)^{n+2}$, we deduce

$$
\begin{equation*}
(-1)^{n} F^{(n)} \geq 0 \tag{7}
\end{equation*}
$$

for every integer $n \geq 2$. In order to finalize our proof, we have to show that (7) is valid also for $n=1$ and $n=0$.

In this sense, note that $F^{\prime}$ is strictly decreasing, since $F^{\prime \prime}<0$. But $\lim _{x \rightarrow \infty} F^{\prime}(x)=0$, so $F^{\prime}(x)>0$ and consequently, $F$ is strictly increasing. Using the fact that $\lim _{x \rightarrow \infty} F(x)=0$, we deduce that $F<0$. This assures the veridicity our assertion that $-F$ is strictly completely monotonic.

As applications of the complete monotonicity of $-F$, the following sharp bounds for the gamma and digamma function were presented in [24] for every real $x \geq 1$ :

$$
\omega \cdot \sqrt{2 \pi}\left(\frac{x+\frac{1}{2}}{e}\right)^{x+\frac{1}{2}} \leq \Gamma(x+1)<\sqrt{2 \pi}\left(\frac{x+\frac{1}{2}}{e}\right)^{x+\frac{1}{2}}
$$

where the constant $\omega=\frac{2}{3 \sqrt{3 \pi}} e^{3 / 2}=0.97323 \cdots$ is best possible. For every real $x \geq 1$, it holds

$$
\ln \left(x+\frac{1}{2}\right)-\frac{1}{x}<\psi(x) \leq \ln \left(x+\frac{1}{2}\right)-\frac{1}{x}+\zeta,
$$

with best possible constant $\zeta=1-\ln \frac{3}{2}-\gamma=0.01731 \cdots$.
The same technique was used in [27] to prove the complete monotonicity of a class of functions related to the following inequalities

$$
\frac{1}{\sqrt{\pi\left(n+\frac{1}{2}\right)}}<\frac{1 \cdot 3 \cdot 5 \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdots(2 n)}<\frac{1}{\sqrt{\pi\left(n+\frac{1}{4}\right)}}, \quad n \geq 1,
$$

now called Kazarinoff's inequalities. Please see further details in [4], [8], [9], [12], [13]. Precisely, the function

$$
F_{a}(x)=\ln \Gamma(x+1)-\ln \Gamma\left(x+\frac{1}{2}\right)-\frac{1}{2} \ln (x+a)
$$

is completely monotonic when $a \in\left[0, \frac{1}{4}\right]$, while $-F_{b}$ is completely monotonic when $b \in\left[\frac{1}{2}, \infty\right)$. The following integral representation is valid

$$
F_{a}^{\prime \prime}(x)=\int_{0}^{\infty} \frac{t e^{-(x+1+a) t}}{1-e^{-t}} \varphi_{a}(t) d t,
$$

where $\varphi_{a}$ admits the following expansion in power series in $t$ :

$$
\varphi_{a}(t)=\sum_{k=2}^{\infty} w_{k} t^{k},
$$

with

$$
w_{k}=a^{k}-\left(a+\frac{1}{2}\right)^{k}+\frac{1}{2} .
$$

It is stated in [27, Lemma 2.1] that $w_{k} \geq 0$, if $a \in\left[0, \frac{1}{4}\right]$ and $w_{k} \leq 0$, if $a \in\left[\frac{1}{2}, \infty\right)$, so the previuos assertions on complete montonicity of functions $F_{a}$ are now proved. As a consequence, the following inequalities hold true for every $x \geq 1$,

$$
\sqrt{x+\frac{1}{4}}<\frac{\Gamma(x+1)}{\Gamma\left(x+\frac{1}{2}\right)} \leq \omega \sqrt{x+\frac{1}{4}},
$$

and

$$
\mu \sqrt{x+\frac{1}{2}} \leq \frac{\Gamma(x+1)}{\Gamma\left(x+\frac{1}{2}\right)}<\sqrt{x+\frac{1}{2}}
$$

where the constants $\omega=\frac{4}{\sqrt{5 \pi}}=1.00930 \cdots$ and $\mu=\frac{2 \sqrt{2}}{\sqrt{3 \pi}}=0.92132 \cdots$ are best possible.

It is studied in [19] the following class of approximations for every real parameter $a$ :

$$
\begin{equation*}
\Gamma(x+1) \sim \nu_{x}(a):=\sqrt{2 \pi e} e^{-a}\left(\frac{x+a}{e}\right)^{x+\frac{1}{2}} \tag{8}
\end{equation*}
$$

This class incorporates Stirling's formula $\Gamma(x+1) \sim \nu_{x}(0)$, Burnside's formula $\Gamma(x+1) \sim \nu_{x}\left(\frac{1}{2}\right)$, but also a recent formula discovered by Schuster [32]

$$
\Gamma(x+1) \sim \sqrt{2 \pi} e^{-\frac{1}{\sqrt{12}}}\left(\frac{x+\frac{1}{2}+\frac{1}{\sqrt{12}}}{e}\right)^{x+\frac{1}{2}}
$$

which can be written as

$$
\Gamma(x+1) \sim \nu_{x}\left(\frac{1}{2}+\frac{1}{\sqrt{12}}\right) .
$$

Schuster's formula demonstrates the preoccupation of the researchers to find increasingly better approximations of type (8). It is proven in [26] that the best approximations possible (8) are $\Gamma(x+1) \sim \nu_{x}(\omega)$ and $\Gamma(x+1) \sim$ $\nu_{x}(\zeta)$, where

$$
\omega=\frac{3-\sqrt{3}}{6}, \quad \zeta=\frac{3+\sqrt{3}}{6} .
$$

The following result was presented in [18] relative to the functions associated to (8):

$$
G_{a}(x)=\ln \frac{\Gamma(x+1)}{\sqrt{2 \pi e} e^{-a}\left(\frac{x+a}{e}\right)^{x+\frac{1}{2}}} .
$$

This function $G_{a}$ is completely monotonic when $a \in[0, \omega]$, while $-G_{b}$ is completely monotonic when $b \in\left[\frac{1}{2}, \zeta\right]$. As a consequence of the complete monotonicity of $G_{\omega}$ and $-G_{\zeta}$, the following double inequalities are valid for every $x \geq 0$ :

$$
\sqrt{2 \pi e} \cdot e^{-\omega}\left(\frac{x+\omega}{e}\right)^{x+1 / 2}<\Gamma(x+1) \leq \alpha \cdot \sqrt{2 \pi e} \cdot e^{-\omega}\left(\frac{x+\omega}{e}\right)^{x+1 / 2}
$$

where $\alpha=1.07204 \cdots$, and

$$
\beta \cdot \sqrt{2 \pi e} \cdot e^{-\zeta}\left(\frac{x+\zeta}{e}\right)^{x+1 / 2}<\Gamma(x+1) \leq \sqrt{2 \pi e} \cdot e^{-\zeta}\left(\frac{x+\zeta}{e}\right)^{x+1 / 2}
$$

where $\beta=0.98850 \cdots$. By exploiting the monotonicity of $G_{\omega}^{\prime}$ and $-G_{\zeta}^{\prime}$, the following sharp inequalities on digamma function were presented in $[18$, Theorem 2.2]:

$$
\begin{gathered}
\ln \left(x+\frac{3-\sqrt{3}}{6}\right)+\frac{\sqrt{3}}{6 x+3-\sqrt{3}}-\tau \leq \psi(x)+\frac{1}{x}< \\
\ln \left(x+\frac{3-\sqrt{3}}{6}\right)+\frac{\sqrt{3}}{6 x+3-\sqrt{3}}
\end{gathered}
$$

and

$$
\begin{gathered}
\ln \left(x+\frac{3+\sqrt{3}}{6}\right)-\frac{\sqrt{3}}{6 x+3+\sqrt{3}}< \\
\psi(x)+\frac{1}{x} \leq \ln \left(x+\frac{3+\sqrt{3}}{6}\right)-\frac{\sqrt{3}}{6 x+3+\sqrt{3}}+\sigma
\end{gathered}
$$

where $\tau=0.00724 \cdots$ and $\sigma=0.00269 \cdots$.
Furthermore using the monotonicity of $G_{\omega}^{\prime \prime}$ and $-G_{\zeta}^{\prime \prime}$, the following sharp inequalities on trigamma function were estabilshed in [18, Theorem 2.3]:

$$
\begin{gathered}
\frac{6}{6 x+3-\sqrt{3}}-\frac{6 \sqrt{3}}{(6 x+3-\sqrt{3})^{2}} \\
<\psi^{\prime}(x)-\frac{1}{x^{2}} \leq \frac{6}{6 x+3-\sqrt{3}}-\frac{6 \sqrt{3}}{(6 x+3-\sqrt{3})^{2}}+\lambda
\end{gathered}
$$

and

$$
\begin{gathered}
\frac{6}{6 x+3+\sqrt{3}}+\frac{6 \sqrt{3}}{(6 x+3+\sqrt{3})^{2}}-\nu \leq \psi^{\prime}(x)-\frac{1}{x^{2}}< \\
\frac{6}{6 x+3+\sqrt{3}}+\frac{6 \sqrt{3}}{(6 x+3+\sqrt{3})^{2}}
\end{gathered}
$$

where $\lambda=0.01612 \cdots$ and $\nu=0.00436 \cdots$.

As another example we present the following class of lower and upper bounds for gamma function:

$$
\begin{equation*}
\frac{n^{n+1} e^{-n} \sqrt{2 \pi}}{\sqrt{n-\alpha}} \leq \Gamma(n+1)<\frac{n^{n+1} e^{-n} \sqrt{2 \pi}}{\sqrt{n-\beta}} \tag{9}
\end{equation*}
$$

where $\alpha, \beta$ are any real numbers. Sandor and Debnath [31] found (9) with $\alpha=0, \beta=1$, while Batir [3] proposed better estimates using $\alpha=1-2 \pi e^{-2}$ and $\beta=1 / 6$.

Motivated by the fact that the double inequality (9) can be rearranged as

$$
\begin{equation*}
\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}\left(\frac{n}{n-\alpha}\right)^{1 / 2} \leq n!<\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}\left(\frac{n}{n-\beta}\right)^{1 / 2} \tag{10}
\end{equation*}
$$

Mortici [21] introduced the class of approximations

$$
\begin{equation*}
\Gamma(n+1) \sim \mu_{n}(a, b):=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}\left(\frac{n+a}{n+b}\right)^{1 / 2} \tag{11}
\end{equation*}
$$

which enclose the previous formulas by Sandor and Debnath and Batir. It is proven that the most accurate approximation (11) is obtained in $a=1 / 12$, $b=-1 / 12$ case. The corresponding approximation is better than those arising in (9)-(10). The next comparison table shows the superiority of (11) over

$$
\Gamma(n+1) \sim \kappa_{n}:=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}\left(\frac{n}{n-\frac{1}{6}}\right)^{1 / 2}
$$

which is the best approximation among (9)-(10).

| $n$ | $\ln \left(\kappa_{n} / \Gamma(n+1)\right)$ | $\ln \left(\mu_{n} / \Gamma(n+1)\right)$ |
| :--- | :--- | :--- |
| 25 | $1.13 \times 10^{-5}$ | $1.90 \times 10^{-7}$ |
| 50 | $2.80 \times 10^{-6}$ | $2.37 \times 10^{-8}$ |
| 100 | $6.97 \times 10^{-7}$ | $2.97 \times 10^{-9}$ |
| 1000 | $6.94 \times 10^{-9}$ | $2.97 \times 10^{-12}$ |

It is considered in [21] the function associated to approximation formula (11):

$$
G(x)=\ln \frac{\Gamma(x+1)}{\sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}\left(\frac{x+\frac{1}{12}}{x-\frac{1}{12}}\right)^{1 / 2}}
$$

and it has been proved that $-G$ is completely monotonic. As a direct consequence of this fact, the following sharp inequalities are valid for every real
$x \geq 1:$

$$
\omega \cdot \sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}\left(\frac{x+\frac{1}{12}}{x-\frac{1}{12}}\right)^{1 / 2}<\Gamma(x+1)<\sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}\left(\frac{x+\frac{1}{12}}{x-\frac{1}{12}}\right)^{1 / 2}
$$

where $\omega=e \sqrt{\frac{11}{26 \pi}}=0.99754 \cdots$, and $\frac{1}{2\left(x+\frac{1}{12}\right)}-\frac{1}{2\left(x-\frac{1}{12}\right)}<\psi(x)-\left(\ln x-\frac{1}{2 x}\right) \leq \frac{1}{2\left(x+\frac{1}{12}\right)}-\frac{1}{2\left(x-\frac{1}{12}\right)}+\tau$,
with $\tau=-\gamma+\frac{167}{286}=0.00670 \cdots$.

## 3 Further completely monotone functions

One of the first estimate for the remainder $\lambda_{n}$ in the Stirling formula

$$
n!=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} e^{\lambda_{n}}
$$

was presented by Robbins [30], who proved

$$
\frac{1}{12 n+1}<\lambda_{n}<\frac{1}{12 n}
$$

Increasingly better estimates were found by Maria [14], Nanjundiah, [28], or Shi et al [33]. Representations of the form

$$
\Gamma(x+1)=\sqrt{2 \pi}\left(\frac{x}{e}\right)^{x} e^{\theta(x) / 12 x}
$$

were introduced in the recent past. Shi et al [33] proved that $\theta(x)$ is monotonically increasing on $[1, \infty)$. This result was extended by Mortici [22], who proved that $\theta$ decreases monotonically on $(0, \beta)$ and increases monotonically on $(\beta, \infty)$, where $\beta=0.34142 \ldots$ is the solution of the equation

$$
\ln \Gamma(x+1)+x \psi(x+1)-\ln \sqrt{2 \pi}-2 x \ln x+x=0
$$

Moreover $\theta$ is strictly convex on $(0, \infty)$ and the function $-x^{-1} \theta^{\prime \prime \prime}$ is completely monotonic on $(0, \infty)$.

It has been studied in [20] the remainder $w$ of the Burnside formula (6)

$$
\Gamma(x+1)=\sqrt{2 \pi}\left(\frac{x+1 / 2}{e}\right)^{x+1 / 2} e^{w(x)}
$$

and stated that $-w$ is completely monotonic, in particular $w$ is concave.
Kečkić and Vasić [10] presented the following double inequality

$$
\begin{equation*}
\frac{x^{x-1} e^{y}}{y^{y-1} e^{x}} \leq \frac{\Gamma(x)}{\Gamma(y)} \leq \frac{x^{x-\frac{1}{2}} e^{y}}{y^{y-\frac{1}{2}} e^{x}} \tag{12}
\end{equation*}
$$

for all $x \geq y>1$, which can be rewritten as

$$
\frac{e^{x} \Gamma(x)}{x^{x-1 / 2}} \leq \frac{e^{y} \Gamma(y)}{y^{y-1 / 2}} \quad \text { and } \quad \frac{e^{y} \Gamma(y)}{y^{y-1}} \leq \frac{e^{x} \Gamma(x)}{x^{x-1}} .
$$

This becomes equivalent to the fact that the function

$$
f(x)=x+\ln \Gamma(x)-\left(x-\frac{1}{2}\right) \ln x-\ln \sqrt{2 \pi}
$$

is decreasing and the function

$$
g(x)=x+\ln \Gamma(x)-(x-1) \ln x
$$

is increasing. It is proved in [23] that the functions $f$ and $g^{\prime}$ are completely monotonic on $(0, \infty)$. As a direct consequence, Kečkić-Vasić inequality (12) follows and it holds also for every $x \geq y>0$. By using the monotonicity of $f^{\prime}$ and $g^{\prime}$, there are established the following sharp inequalities for every real $x \geq 1$ :

$$
\ln x-\frac{1}{2 x}-\tau \leq \psi(x)<\ln x-\frac{1}{2 x},
$$

where the constant $\tau=\gamma-\frac{1}{2}=0.07721 \cdots$ is the best possible, and for every real $x \geq 1$ :

$$
\ln x-\frac{1}{x}<\psi(x) \leq \ln x-\frac{1}{x}+\sigma
$$

where the constant $\sigma=-\gamma+1=0.42278 \cdots$ is the best possible.
In 1965, Minc and Sathre [17] have given one of the first estimates of the expression $\phi(r)=(r!)^{1 / r}$ and the ratio $\phi(r+1) / \phi(r)$ for every real $r \geq 1$ :

$$
\begin{equation*}
1<\frac{\phi(r+1)}{\phi(r)}<1+\frac{1}{r} . \tag{13}
\end{equation*}
$$

Inequalities involving the function $\phi(r)$ are of interest in some branches of pure and applied mathematics and they have important applications in the theory of $(0,1)$-matrices.

Mortici [25] improved (13) in the sense of the following inequality for every $x \geq 1$ :

$$
\frac{\Gamma(x+2)^{1 /(x+1)}}{\Gamma(x+1)^{1 / x}} \geq \frac{(4 x+4)^{1 /(x+1)}}{(4 x)^{1 / x}}\left(1+\frac{1}{x}\right)>1
$$

The corresponding function

$$
h(x)=x(x+1) \ln \frac{x \Gamma(x+1)^{1 /(x+1)}}{(x+1) \Gamma(x)^{1 / x}}
$$

is considered and the complete monotonicity on $(1, \infty)$ of $h^{\prime}$ is established. In particular $h^{\prime}$ is positive, so $h$ is strictly increasing. In consequence, for every $x \geq 1$, we have $h(1) \leq h(x)$. As $h(1)=-\ln 4$, we obtain

$$
-\ln 4 \leq x(x+1) \ln \frac{x \Gamma(x+1)^{1 /(x+1)}}{(x+1) \Gamma(x)^{1 / x}}
$$

or

$$
\frac{\Gamma(x+1)^{1 /(x+1)}}{\Gamma(x)^{1 / x}} \geq 4^{\frac{-1}{x(x+1)}}\left(1+\frac{1}{x}\right)>1
$$

where the constant 4 is best possible. The obtained approximation formula

$$
\frac{\Gamma(x+2)^{1 /(x+1)}}{\Gamma(x+1)^{1 / x}} \sim \frac{(4 x+4)^{1 /(x+1)}}{(4 x)^{1 / x}}\left(1+\frac{1}{x}\right)
$$

is much better than Minc-Sathre. See [25].
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#### Abstract

In the present paper, we introduce new subclass $S T_{\Sigma}(b, \phi)$ of biunivalent functions defined in the open disk. Furthermore, we find upper bounds for the second and third coefficients for functions in these new subclass using differential operator. MSC: 30C45
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## 1 Introduction. Definitions And Preliminaries

Let $\mathcal{A}$ denote the class of functions $f(z)$ of the form

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1.1}
\end{equation*}
$$

which are analytic in the open unit disk $\mathbb{U}=\{z \in \mathcal{C}:|z|<1\}$. Further, by $\mathcal{S}$ we shall denote the class of functions $f \in \mathcal{A}$ which are univalent in $\mathbb{U}$.

Since univalent functions are one-to-one, they are invertible and the inverse functions need not be defined on the entire unit disk $\mathbb{U}$. However, the

[^4]famous Koebe one-quarter theorem ensures that the image of the unit disk $\mathbb{U}$ under every function $f \in \mathcal{A}$ contains a disk of radius $1 / 4$. Thus every univalent function $f$ has an inverse $f^{-1}$ satisfying $f^{-1}(f(z))=z,(z \in \mathbb{U})$ and $f\left(f^{-1}(w)\right)=w,\left(|w|<r_{0}(f), r_{0}(f) \geq \frac{1}{4}\right)$ where
\[

$$
\begin{equation*}
f^{-1}(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3}-\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right) w^{4}+\cdots . \tag{1.2}
\end{equation*}
$$

\]

A function $f \in \mathcal{A}$ is said to be bi-univalent in $\mathbb{U}$ if both $f(z)$ and $f^{-1}(z)$ are univalent in $\mathbb{U}$. We let $\Sigma$ to denote the class of bi-univalent functions in $\mathbb{U}$ given by (1.1). If $f(z)$ is bi-univalent, it must be analytic in the boundary of the domain and such that it can be continued across the boundary of the domain so that $f^{-1}(z)$ is defined and analytic throughout $|w|<1$. Examples of functions in the class $\Sigma$ are

$$
\frac{z}{1-z},-\log (1-z)
$$

and so on.
The coefficient estimate problem for the class $\mathcal{S}$, known as the Bieberbach conjecture, is settled by de-Branges [4], who proved that for a function $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$ in the class $\mathcal{S},\left|a_{n}\right| \leq n$, for $n=2,3, \cdots$, with equality only for the rotations of the Koebe function

$$
K_{0}(z)=\frac{z}{(1-z)^{2}} .
$$

In 1967, Lewin [9] introduced the class $\Sigma$ of bi-univalent functions and showed that $\left|a_{2}\right|<1.51$ for the functions belonging to $\Sigma$. It was earlier believed that for $f \in \Sigma$, the bound was $\left|a_{n}\right|<1$ for every $n$ and the extremal function in the class was $\frac{z}{1-z}$. E.Netanyahu [11] in 1969, ruined this conjecture by proving that in the set $\Sigma, \max _{f \in \Sigma}\left|a_{2}\right| \leq 4 / 3$. In 1969, Suffridge [15] gave an example of $f \in \Sigma$ for which $a_{2}=4 / 3$ and conjectured that $\left|a_{2}\right| \leq 4 / 3$. In 1981, Styer and Wright [14] disproved the conjecture that $\left|a_{2}\right|>4 / 3$. Brannan and Clunie [2] conjectured that $\left|a_{2}\right| \leq \sqrt{2}$. Kedzierawski [7] in 1985 proved this conjecture for a special case when the function $f$ and $f^{-1}$ are starlike functions. Brannan and Clunie [2] conjectured that $\left|a_{2}\right| \leq \sqrt{2}$. Tan $[16]$ in proved that $\left|a_{2}\right| \leq 1.485$ which is the best known estimate for functions in the class of bi-univalent functions.

Brannan and Taha [3] introduced certain subclasses of the bi-univalent function class $\Sigma$ similar to the familiar subclasses $S^{*}(\alpha)$ and $C(\alpha)$ of the
univalent function class $\Sigma$. Recently, Ali et al.[1] extended the results of Brannan and Taha [3] by generalising their classes using subordination.

An analytic function $f$ is subordinate to an analytic function $g$, written $f(z) \prec g(z)$, provided there is a Schwarz function $w$ defined on $\mathbb{U}$ with $w(0)=0$ and $|w(z)|<1$ satisfying $f(z)=g(w(z))$. Ma and Minda [10], unified various subclasses of starlike and convex functions for which either of the quantity $\frac{z f^{\prime}(z)}{f(z)}$ or $1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}$ is subordinate to a more general superordinate function. For this purpose, they considered an analytic function $\phi$ with positive real part in the unit disk $U, \phi(0)=1, \phi^{\prime}(0)>0$ and $\phi$ maps $U$ onto a region starlike with respect to 1 and symmetric with respect to the real axis. Such a function has a series expansion of the form

$$
\begin{equation*}
\phi(z)=1+B_{1} z+B_{2} z^{2}+B_{3} z^{3}+\cdots,\left(B_{1}>0\right) . \tag{1.3}
\end{equation*}
$$

Recently Selvaraj and Karthikeyan [8] defined the following operator $D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f: \mathbb{U} \rightarrow \mathbb{U}$ by

$$
\begin{align*}
D_{\lambda}^{0}\left(\alpha_{1} ; \beta_{1}\right) f(z) & =f(z) * \mathcal{G}_{q, s}\left(\alpha_{1}, \beta_{1} ; z\right) \\
D_{\lambda}^{1}\left(\alpha_{1} ; \beta_{1}\right) f(z) & =(1-\lambda)\left(f(z) * \mathcal{G}_{q, s}\left(\alpha_{1}, \beta_{1} ; z\right)\right)+\lambda z\left(f(z) * \mathcal{G}_{q, s}\left(\alpha_{1}, \beta_{1} ; z\right)\right)^{\prime} \\
D_{\lambda}^{m}\left(\alpha_{1} ; \beta_{1}\right) f(z) & =D_{\lambda}^{1}\left(D_{\lambda}^{m-1}\left(\alpha_{1} ; \beta_{1}\right) f(z)\right) \tag{1.4}
\end{align*}
$$

where $m \in \mathbb{N}_{0}, \lambda \geq 0$.
If $f \in \mathcal{A}$, then from (1.4) we may easily deduce that

$$
\begin{equation*}
D_{\lambda}^{m}\left(\alpha_{1} ; \beta_{1}\right) f(z)=z+\sum_{n=2}^{\infty}[1+(n-1) \lambda]^{m} \frac{\left(\alpha_{1}\right)_{n-1} \ldots\left(\alpha_{q}\right)_{n-1}}{\left(\beta_{1}\right)_{n-1} \ldots\left(\beta_{s}\right)_{n-1}} \frac{a_{n} z^{n}}{(n-1)!} . \tag{1.5}
\end{equation*}
$$

Special cases of the operator $D_{\lambda}^{m}\left(\alpha_{1} ; \beta_{1}\right) f$ includes various other linear operators which were considered in many earlier work on the subject of analytic and univalent functions. If we let $m=0$ in $D_{\lambda}^{m}\left(\alpha_{1} ; \beta_{1}\right) f$, we have

$$
D_{\lambda}^{0}\left(\alpha_{1} ; \beta_{1}\right) f(z)=\mathcal{H}_{q}^{1}\left(\alpha_{1} ; \beta_{1}\right) f(z)
$$

where $\mathcal{H}_{q, s}^{1}\left(\alpha_{1} ; \beta_{1}\right)$ is Dziok-Srivastava operator for functions in $\mathcal{A}$ (see [6]) and for $q=2, s=1 \alpha_{1}=\beta_{1}, \alpha_{2}=1$ and $\lambda=1$, we get the operator introduced by Salagean([13]). It can be easily verified from the definition of (1.5),

$$
\begin{equation*}
z\left(D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)\right)^{\prime}=\left(\alpha_{1}+1\right) D_{\lambda}^{m}\left(\alpha_{1}+1, \beta_{1}\right) f(z)-\alpha_{1} D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z) . \tag{1.6}
\end{equation*}
$$

Definition 1.1 Let b be a non-zero complex number. A function $f(z)$ given by (1.1) is said to be in the class $S T_{\Sigma}(b, \phi)$ if the following conditions are satisfied:

$$
\begin{align*}
& f \in \Sigma \quad \text { and } \quad 1+\frac{1}{b}\left(\frac{D_{\lambda}^{m+1}\left(\alpha_{1}, \beta_{1}\right) f(z)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)}-1\right) \prec \phi(z), \quad z \in \mathbb{U}  \tag{1.7}\\
& \quad \text { and } \quad 1+\frac{1}{b}\left(\frac{D_{\lambda}^{m+1}\left(\alpha_{1}, \beta_{1}\right) g(w)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) g(w)}-1\right) \prec \phi(z), \quad z \in \mathbb{U} \tag{1.8}
\end{align*}
$$

where the function $g$ is given by (1.2).
Definition 1.2 Let b be a non-zero complex number. A function $f(z)$ given by (1.1) is said to be in the class $S T_{\Sigma}\left(\alpha_{1}, \beta_{1}, b, \phi\right)$ if the following conditions are satisfied:

$$
\begin{gather*}
f \in \Sigma \quad \text { and } \quad 1+\frac{1}{b}\left(\frac{D_{\lambda}^{m}\left(\alpha_{1}+1, \beta_{1}\right) f(z)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)}-1\right) \prec \phi(z), \quad z \in \mathbb{U}  \tag{1.9}\\
\quad \text { and } \quad 1+\frac{1}{b}\left(\frac{D_{\lambda}^{m}\left(\alpha_{1}+1, \beta_{1}\right) g(w)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) g(w)}-1\right) \prec \phi(w), \quad w \in \mathbb{U} \tag{1.10}
\end{gather*}
$$

where the function $g$ is given by (1.2).

## 2 Coefficient estimates

Lemma 2.1 [12] If $p \in \wp$, then $\left|c_{k}\right| \leq 2$ for each $k$, where $\wp$ is the family of functions $p$ analytic in $\mathbb{U}$ for which $\operatorname{Rep}(z)>0, p(z)=1+c_{1} z+c_{2} z^{2}+\cdots$ for $z \in \mathbb{U}$.

Theorem 2.2 Let the function $f(z) \in \mathcal{A}$ be given by (1.1). If $f \in S T_{\Sigma}(b, \phi)$, then

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{B_{1} \sqrt{B_{1}}|b|}{\sqrt{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) B_{1}^{2} b \lambda+\left(B_{1}-B_{2}\right) \lambda^{2}(1+\lambda)^{2 m}}} \tag{2.1}
\end{equation*}
$$

and

$$
\left|a_{3}\right| \leq \frac{\left(B_{1}+\left|B_{2}-B_{1}\right|\right)|b|}{\lambda\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right)}
$$

Proof. Since $f \in S T_{\Sigma}(b, \phi)$, there exists two analytic functions $r, s: \mathbb{U} \rightarrow \mathbb{U}$, with $r(0)=0=s(0)$, such that

$$
\begin{equation*}
1+\frac{1}{b}\left(\frac{D_{\lambda}^{m+1}\left(\alpha_{1}, \beta_{1}\right) f(z)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)}-1\right)=\phi(r(z)) \tag{2.2}
\end{equation*}
$$

and

$$
1+\frac{1}{b}\left(\frac{D_{\lambda}^{m+1}\left(\alpha_{1}, \beta_{1}\right) g(w)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) g(w)}-1\right)=\phi(s(z))
$$

It is also written as

$$
\begin{align*}
& 1+\frac{1}{b}\left(\frac{D_{\lambda}^{m+1}\left(\alpha_{1}, \beta_{1}\right) f(z)-D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)}\right)=\phi(r(z)) \quad \text { and }  \tag{2.3}\\
& 1+\frac{1}{b}\left(\frac{D_{\lambda}^{m+1}\left(\alpha_{1}, \beta_{1}\right) g(w)-D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) g(w)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) g(w)}\right)=\phi(s(z))
\end{align*}
$$

Define the functions $p$ and $q$ by
$p(z)=\frac{1+r(z)}{1-r(z)}=1+p_{1} z+p_{2} z^{2}+\cdots$ and $q(z)=\frac{1+s(z)}{1-s(z)}=1+q_{1} z+q_{2} z^{2}+\cdots$.
Or equivalently,

$$
\begin{gather*}
r(z)=\frac{p(z)-1}{p(z)+1}=\frac{1}{2}\left(p_{1} z+\left(p_{2}-\frac{p_{1}^{2}}{2}\right) z^{2}+\right. \\
\left(p_{3}+\frac{p_{1}}{2}\left(\frac{p_{1}^{2}}{2}-p_{2}\right)-\frac{p_{1} p_{2}}{2}\right) z^{3}+\cdots \tag{2.5}
\end{gather*}
$$

and

$$
\begin{gather*}
s(z)=\frac{q(z)-1}{q(z)+1}=\frac{1}{2}\left(q_{1} z+\left(q_{2}-\frac{q_{1}^{2}}{2}\right) z^{2}+\right. \\
\left(q_{3}+\frac{q_{1}}{2}\left(\frac{q_{1}^{2}}{2}-q_{2}\right)-\frac{q_{1} q_{2}}{2}\right) z^{3}+\cdots \tag{2.6}
\end{gather*}
$$

It is clear that $p$ and $q$ are analytic in $\mathbb{U}$ and $p(0)=1=q(0)$. Also $p$ and $q$ have positive real part in $\mathbb{U}$ and hence $\left|p_{i}\right| \leq 2$ and $\left|q_{i}\right| \leq 2$. In the view of (2.3), (2.4) and (2.5), clearly,

Using (2.5) and (2.6), one can easily verify that

$$
\begin{equation*}
\phi\left(\frac{p(z)-1}{p(z)+1}\right)=1+\frac{B_{1} p_{1}}{2} z+\left(\frac{B_{1}}{2}\left(p_{2}-\frac{p_{1}^{2}}{2}\right)+\frac{1}{4} B_{2} p_{1}^{2}\right) z^{2}+\cdots \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi\left(\frac{q(w)-1}{q(w)+1}\right)=1+\frac{B_{1} q_{1}}{2} w+\left(\frac{B_{1}}{2}\left(q_{2}-\frac{q_{1}^{2}}{2}\right)+\frac{B_{2} q_{1}^{2}}{4}\right) w^{2}+\cdots \tag{2.8}
\end{equation*}
$$

Since $f \in \Sigma$ has the Maclaurin series given by (1.1), computation shows that its inverse $g=f^{-1}$ has the expansion given by (1.2). It follows from (2.6), (2.7) and (2.8) that

$$
\begin{gather*}
(1+\lambda)^{m} a_{2}=\frac{1}{2 \lambda} B_{1} p_{1} b  \tag{2.9}\\
4 \lambda(1+2 \lambda)^{m} a_{3}-\lambda(1+\lambda)^{2 m} a_{2}^{2}=\frac{1}{2} b B_{1}\left(p_{2}-\frac{1}{2} p_{1}^{2}\right)+\frac{1}{4} b B_{2} p_{1}^{2} \tag{2.10}
\end{gather*}
$$

and

$$
\begin{equation*}
-(1+\lambda)^{m} a_{2}=\frac{1}{2 \lambda} B_{1} b q_{1} \tag{2.11}
\end{equation*}
$$

$$
\begin{align*}
\lambda\left(8 \lambda(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) & a_{2}^{2}-4 \lambda(1+2 \lambda)^{m} a_{3}=\frac{1}{2} b B_{1}\left(q_{2}-\frac{1}{2} q_{1}^{2}\right) \\
& +\frac{1}{4} b B_{2} q_{1}^{2} \tag{2.12}
\end{align*}
$$

From (2.9) and (2.11), it follows that

$$
\begin{equation*}
p_{1}=-q_{1} \tag{2.13}
\end{equation*}
$$

Now (2.10), (2.12) and (2.13) gives

$$
\begin{equation*}
a_{2}^{2}=\frac{B_{1}^{3} b^{2}\left(p_{2}+q_{2}\right)}{4\left[\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) B_{1}^{2} b \lambda+\left(B_{1}-B_{2}\right) \lambda^{2}(1+\lambda)^{2 m}\right]} \tag{2.14}
\end{equation*}
$$

Using the fact that $\left|p_{2}\right| \leq 2$ and $\left|q_{2}\right| \leq 2$ gives the desired estimate on $\left|a_{2}\right|$,

$$
\left|a_{2}\right| \leq \frac{B_{1} \sqrt{B_{1}}|b|}{\sqrt{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) B_{1}^{2} b \lambda+\left(B_{1}-B_{2}\right) \lambda^{2}(1+\lambda)^{2 m}}} .
$$

From (2.10)-(2.12), gives

$$
\begin{gathered}
a_{3}=\frac{\left.\frac{b B_{1}}{2}\left[8(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) p_{2}+(1+\lambda)^{2 m} q_{2}\right]}{8 \lambda\left[4(1+2 \lambda)^{2 m}-(1+\lambda)^{2 m}(1+2 \lambda)^{m}\right]} \\
+\frac{2(1+2 \lambda)^{m} p_{1}^{2}\left(B_{2}-B_{1}\right) b}{8 \lambda\left[4(1+2 \lambda)^{2 m}-(1+\lambda)^{2 m}(1+2 \lambda)^{m}\right]}
\end{gathered}
$$

Using the inequalities $\left|p_{1}\right| \leq 2,\left|p_{2}\right| \leq 2$ and $\left|q_{2}\right| \leq 2$ for functions with positive real part yields the desired estimation of $\left|a_{3}\right|$.

■ For a choice of $\phi(z)=\frac{1+A z}{1+B z},-1 \leq B<A \leq 1$, we have the following corollary.

Corollary 2.3 Let $-1 \leq B<A \leq 1$. If $f \in S T_{\Sigma}\left(b, \frac{1+A z}{1+B z}\right)$, then

$$
\left|a_{2}\right| \leq \frac{|b|(A-B)}{\sqrt{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right)(A-B) b \lambda+(1+B) \lambda^{2}(1+\lambda)^{2 m}}}
$$

and

$$
\left|a_{3}\right| \leq \frac{|A-B|(1+|1+B|)|b|}{\lambda\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right)}
$$

Theorem 2.4 Let the function $f(z) \in \mathcal{A}$ be given by (1.1). If $S T_{\Sigma}\left(\alpha_{1}, \beta_{1}, b, \phi\right)$, then

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{\left(\alpha_{1}+1\right) B_{1} \sqrt{B_{1}}|b|}{\sqrt{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) B_{1}^{2} b\left(\alpha_{1}+1\right)+\left(B_{1}-B_{2}\right)(1+\lambda)^{2 m}}} \tag{2.15}
\end{equation*}
$$

and

$$
\left|a_{3}\right| \leq \frac{\left(\alpha_{1}+1\right)\left(B_{1}+\left|B_{2}-B_{1}\right|\right)|b|}{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right)} .
$$

Proof. Since $S T_{\Sigma}\left(\alpha_{1}, \beta_{1}, b, \phi\right)$, there exists two analytic functions $r, s: \mathbb{U} \rightarrow$ $\mathbb{U}$, with $r(0)=0=s(0)$, such that

$$
\begin{equation*}
1+\frac{1}{b}\left(\frac{D_{\lambda}^{m}\left(\alpha_{1}+1, \beta_{1}\right) f(z)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) f(z)}-1\right)=\phi(r(z)) \tag{2.16}
\end{equation*}
$$

and

$$
1+\frac{1}{b}\left(\frac{D_{\lambda}^{m}\left(\alpha_{1}+1, \beta_{1}\right) g(w)}{D_{\lambda}^{m}\left(\alpha_{1}, \beta_{1}\right) g(w)}-1\right)=\phi(s(z))
$$

Using (2.3), (2.4), (2.7) and (2.8), one can easily verified that

$$
\begin{gather*}
(1+\lambda)^{m} a_{2}=\frac{\left(\alpha_{1}+1\right)}{2} B_{1} p_{1} b,  \tag{2.17}\\
4(1+2 \lambda)^{m} a_{3}-(1+\lambda)^{2 m} a_{2}^{2}=\left(\alpha_{1}+1\right)\left[\frac{1}{2} b B_{1}\left(p_{2}-\frac{1}{2} p_{1}^{2}\right)+\frac{1}{4} b B_{2} p_{1}^{2}\right] \tag{2.18}
\end{gather*}
$$

and

$$
\begin{gather*}
-(1+\lambda)^{m} a_{2}=\frac{\left(\alpha_{1}+1\right)}{2} B_{1} p_{1} b,  \tag{2.19}\\
\left(8(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) a_{2}^{2}-4(1+2 \lambda)^{m} a_{3}= \\
=\left(\alpha_{1}+1\right)\left[\frac{1}{2} b B_{1}\left(q_{2}-\frac{1}{2} q_{1}^{2}\right)+\frac{1}{4} b B_{2} q_{1}^{2}\right] . \tag{2.20}
\end{gather*}
$$

From (2.17) and (2.19), it follows that

$$
\begin{equation*}
p_{1}=-q_{1} \tag{2.21}
\end{equation*}
$$

Now (2.18), (2.20), (2.21) and using the fact that $\left|p_{2}\right| \leq 2$ and $\left|q_{2}\right| \leq 2$,

$$
\left|a_{2}\right| \leq \frac{\left|\alpha_{1}+1\right| B_{1} \sqrt{B_{1}}|b|}{\sqrt{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right) B_{1}^{2} b\left(\alpha_{1}+1\right)+\left(B_{1}-B_{2}\right)(1+\lambda)^{2 m}}}
$$

From (2.18)-(2.20), gives

$$
\left|a_{3}\right| \leq \frac{\left|\alpha_{1}+1\right|\left(B_{1}+\left|B_{2}-B_{1}\right|\right)|b|}{\left(4(1+2 \lambda)^{m}-(1+\lambda)^{2 m}\right)}
$$
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# OPTIMAL THICKNESS OF A CYLINDRICAL SHELL* 

Paul Ziemann ${ }^{\dagger}$


#### Abstract

In this paper an optimization problem for a cylindrical shell is discussed. The aim is to look for an optimal thickness of a shell to minimize the deformation under an applied external force. As a side condition, the volume of the shell has to stay constant during the optimization process. The deflection is calculated using an approach from shell theory. The resulting control-to-state operator is investigated analytically and a corresponding optimal control problem is formulated. Moreover, necessary conditions for an optimal solution are stated and numerical solutions are presented for different examples.
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## 1 Introduction

In this paper we discuss an optimization problem in linear elasticity, particularly in shape optimization. In this field, much research has been done in the last years. Some few representative books from Sokolowski [1], Pironneau [2], Haslinger [3] and Delfour [4] should be mentioned here.

[^5]In particular, the book from Neittanmaki, Sprekels and Tiba [5] deals with similar problems, though they are using a different model for calculating the deformation. A related problem is also investigated in a paper by Nestler [6], where a simplified (rotational symmetric) case has been handled. That paper was inspired by works from Lepik, Lepikult, Lellep and Schmidt [7, 8, 9, 10].

The task is to look for an optimal thickness of a cylindrical shell to minimize the deformation under an applied external force. In this paper, the stationary case with a loading applied on the shell's midsurface is treated. As an additional restriction, the volume of the shell has to stay constant during the optimization process. Moreover, the thickness should only vary between specified bounds. The deflection is modelled using the "basic shell model" from Chapelle and Bathe [11] which makes use of the Hypothesis from Mindlin and Reissner. As a main result it is shown, that the resulting control-to-state operator is continuous and Gâteaux-differentiable. Followed by this, a corresponding optimal control problem is formulated and necessary conditions for an optimal solution are deduced. Necessary conditions for similar problems can be found e.g. for the rotational symmetric case in [6] and for elastic beams with piecewise constant thickness in [12]; those restrictions are not necessary in this paper. We also investigate the particular numerical implementation of the problem which makes use of an analytically calculated formula for the objective gradient. Finally, numerical solutions for different examples are presented and investigated in relation to the fulfillment of the necessary conditions and convergence properties on refined grids.

## 2 Geometrical description of the shell

For the geometrical description, we first need a chart describing the midsurface of the shell. Let $\omega \subset \mathbf{R}^{2}$ be open and connected and $\phi: \bar{\omega} \rightarrow$ $\mathbf{R}^{3}$ be an injective mapping with $\phi \in W^{2, \infty}(\omega)$. We call $\mathbf{S}=\phi(\bar{\omega})$ the midsurface of the shell. We assume that the vectors $a_{\alpha}:=\frac{\partial \phi}{\partial \xi^{\alpha}}, \alpha=1,2$ are linearly independent and additionally consider an orthonormal vector $a_{3}:=\frac{a_{1} \times a_{2}}{\left\|a_{1} \times a_{2}\right\|}$. We call $a_{1}, a_{2}$ a covariant basis of the tangent plane of the midsurface and denote the corresponding contravariant basis by $a^{1}, a^{2}$. Moreover, denote by $a_{\alpha \beta}:=a_{\alpha} \cdot a_{\beta}, \alpha, \beta=1,2$ the covariant components of the first fundamental form.

In our particular case involving a cylindrical shell, the set $\omega$ can be chosen as $\omega=\left\{(0, L) \times\left(\psi_{a}, \psi_{b}\right)\right\}$ and the mapping $\phi$ is defined as $\phi\left(\xi^{1}, \xi^{2}\right)=$ ( $\left.\xi^{1}, R \cos \xi^{2}, R \sin \xi^{2}\right)$, where $R$ is the radius of the shell.

We introduce $t: \mathbf{S} \rightarrow \mathbf{R}^{+}, t \in C^{0,1}(\mathbf{S})$ as the thickness of the shell and suppress the parametrization $\phi$ in $t \circ \phi: \omega \rightarrow \mathbf{R}^{+}$when the context is clear. Let us define the 3D-reference domain

$$
\begin{equation*}
\Omega_{(t)}:=\left\{\left(\xi^{1}, \xi^{2}, \xi^{3}\right) \in \mathbf{R}^{3} \mid\left(\xi^{1}, \xi^{2}\right) \in \omega, \xi^{3} \in\left(\frac{-t\left(\xi^{1}, \xi^{2}\right)}{2}, \frac{t\left(\xi^{1}, \xi^{2}\right)}{2}\right)\right\} \tag{1}
\end{equation*}
$$

together with the mapping

$$
\begin{equation*}
\Phi_{(t)}: \bar{\Omega}_{(t)} \rightarrow \mathbf{R}^{3}, \quad \Phi_{(t)}\left(\xi^{1}, \xi^{2}, \xi^{3}\right)=\phi\left(\xi^{1}, \xi^{2}\right)+\xi^{3} a_{3} \tag{2}
\end{equation*}
$$

Note that $\Phi_{(t)}$ depends on the parameter $t$ only via its domain, but not on the right hand side. So the thickness parameter is surpressed for $\Phi$ and the derived geometrical quantities in the following text.

We call $\mathbf{B}_{(t)}:=\Phi\left(\Omega_{(t)}\right)$ the shell body, see e.g. figure 1. Let us denote the local covariant and contravariant basis with $g_{i}$ and $g^{i}, i=1,2,3$ and the covariant and contravariant components of the metric tensor with $g_{i j}=g_{i} \cdot g_{j}$, $g^{i j}=g^{i} \cdot g^{j}, i, j=1,2,3$, resp. Furthermore we assume $t\left(\xi^{1}, \xi^{2}\right)<2 R$ which is satisfied in general, since for any shell model one assumes that the thickness is much smaller than the principal radii of curvature. In our case, this means $t\left(\xi^{1}, \xi^{2}\right) \ll R$. Back to our problem, we get

$$
\mathbf{B}_{(t)}=\left\{\left.\left(\begin{array}{c}
\xi^{1}  \tag{3}\\
\left(R+\xi^{3}\right) \cos \left(\xi^{2}\right) \\
\left(R+\xi^{3}\right) \sin \left(\xi^{2}\right)
\end{array}\right) \right\rvert\,\left(\xi^{1}, \xi^{2}\right) \in \omega, \xi^{3} \in\left(\frac{-t\left(\xi^{1}, \xi^{2}\right)}{2}, \frac{t\left(\xi^{1}, \xi^{2}\right)}{2}\right)\right\}
$$

together with the contravariant basis

$$
g^{1}=\left(\begin{array}{l}
1  \tag{4}\\
0 \\
0
\end{array}\right), \quad g^{2}=\frac{1}{R+\xi^{3}}\left(\begin{array}{c}
0 \\
-\sin \left(\xi^{2}\right) \\
\cos \left(\xi^{2}\right)
\end{array}\right), \quad g^{3}=\left(\begin{array}{c}
0 \\
\cos \left(\xi^{2}\right) \\
\sin \left(\xi^{2}\right)
\end{array}\right)
$$

The surface and volume element for our shell are given by

$$
\begin{array}{ll}
\mathrm{d} S=\sqrt{a} \mathrm{~d} \xi^{1} \mathrm{~d} \xi^{2}, & a=\operatorname{det}\left(a_{\alpha \beta}\right)=R^{2} \\
\mathrm{~d} V=\sqrt{g} \mathrm{~d} \xi^{1} \mathrm{~d} \xi^{2} \mathrm{~d} \xi^{3}, & g=\operatorname{det}\left(g_{m n}\right)=\sqrt{a}\left(1+\frac{\xi^{3}}{R}\right) \tag{5}
\end{array}
$$

## 3 Modeling the displacement

We consider a small displacement $U: \mathbf{B}_{(t)} \rightarrow \mathbf{R}^{3}$ of the shell body. For modeling we use the Reissner-Mindlin kinematical assumptions which


Figure 1: Cylindrical shell with non-constant thickness
state that normals to the midsurface remain straight and unstretched during deformation. This leads to the displacement ansatz

$$
\begin{equation*}
U\left(\xi^{1}, \xi^{2}, \xi^{3}\right)=u\left(\xi^{1}, \xi^{2}\right)+\xi^{3} \theta\left(\xi^{1}, \xi^{2}\right) \tag{6}
\end{equation*}
$$

with $u=u_{1} a^{1}+u_{2} a^{2}+u_{3} a_{3}$ describing an infinitesimal displacement of all points on a line normal to the midsurface in $\phi\left(\xi^{1}, \xi^{2}\right)$ and $\theta=\theta_{1} a^{1}+$ $\theta_{2} a^{2}$ representing a rotation vector. We introduce the space of admissible displacements

$$
\begin{equation*}
\mathbf{V}:=\left\{(u, \theta) \mid\left(u_{1}, u_{2}\right) \in H^{1}(\mathbf{S})^{2}, u_{3} \in H^{1}(\mathbf{S}), \theta \in H^{1}(\mathbf{S})^{2}\right\} \cap \mathbf{B C} \tag{7}
\end{equation*}
$$

where $H^{1}(\mathbf{S})$ and $H^{1}(\mathbf{S})^{2}$ are Sobolev-spaces for scalar functions and first order tensors on the midsurface, resp. Again, we suppress the parametrization in $u \circ \phi$ and $\theta \circ \phi$ defined on $\omega$ when the meaning is clear. Let us assume for the boundary conditions $\mathbf{B C}$ that the shell body is softclamped over the whole boundary $\partial \mathbf{S}$, i.e. $\left.u\right|_{\partial \mathbf{S}}=0$. We next consider the linear 3D-Green-Lagrange-strain tensor which is given by

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(g_{i} \cdot U_{, j}+g_{j} \cdot U_{, i}\right), \quad i, j=1,2,3, \tag{8}
\end{equation*}
$$

where $U_{, i}$ means the partial derivative of $U$ w.r.t. $\xi^{i}$. By Hooke's Law, we get for the components of the stress tensor

$$
\begin{equation*}
\sigma^{i j}=\sum_{k, l=1}^{3} H^{i j k l} e_{k l} \tag{9}
\end{equation*}
$$

with $H^{i j k l}=\tilde{L}_{1} g^{i j} g^{k l}+\tilde{L}_{2}\left(g^{i k} g^{j l}+g^{i l} g^{j k}\right)$ and $\tilde{L}_{1}, \tilde{L}_{2}$ being the Lamé constants. Using the assumption that the normal stress $\sigma^{33}$ is zero this simplifies to

$$
\begin{align*}
\sigma^{\alpha \beta} & =\sum_{\lambda, \mu=1}^{2} C^{\alpha \beta \lambda \mu} e_{\lambda \mu}, C^{\alpha \beta \lambda \mu}=\frac{E}{2(1+\nu)}\left(g^{\alpha \lambda} g^{\beta \mu}+g^{\alpha \mu} g^{\beta \lambda}+\frac{2 \nu}{1-\nu} g^{\alpha \beta} g^{\lambda \mu}\right), \\
\sigma^{\alpha 3} & =\sum_{\lambda=1}^{2} \frac{1}{2} D^{\alpha \lambda} e_{\lambda 3}, \quad D^{\alpha \lambda}=\frac{2 E}{1+\nu} g^{\alpha \lambda}, \quad \alpha, \beta=1,2, \tag{10}
\end{align*}
$$

where $E$ is Young's modulus and $\nu$ is Poisson's ratio. Calculating these quantities for our original problem leads to

$$
\begin{align*}
& \mathbf{e}:=\left(\begin{array}{c}
e_{11} \\
e_{22} \\
\sqrt{2} e_{12}
\end{array}\right)=\left(\begin{array}{c}
u_{1,1}+\xi^{3} \theta_{1,1} \\
u_{2,2}+R u_{3}+\xi^{3}\left(\theta_{2,2}+\frac{1}{R} u_{2,2}+u_{3}\right)+\frac{\left(\xi^{3}\right)^{2}}{R} \theta_{2,2} \\
\frac{1}{\sqrt{2}}\left(u_{1,2}+u_{2,1}\right)+\frac{\xi^{3}}{\sqrt{2}}\left(\theta_{1,2}+\theta_{2,1}+\frac{1}{R} u_{2,1}\right)+\frac{\left(\xi^{3}\right)^{2}}{\sqrt{2} R} \theta_{2,1}
\end{array}\right) \\
& \zeta:=\binom{e_{13}}{e_{23}}=\frac{1}{2}\binom{\theta_{1}+u_{3,1}}{\theta_{2}+u_{3,2}-\frac{1}{R} u_{2}} . \tag{11}
\end{align*}
$$

This special vector notation is chosen according to [13] and allows us to rewrite the equilibrium conditions in an elegant way for implementation purposes. Introducing the two-dimensional Lamé-constants

$$
\begin{equation*}
L_{1}=E \frac{\nu}{(1+\nu)(1-\nu)}, \quad L_{2}=\frac{E}{2(1+\nu)} \tag{12}
\end{equation*}
$$

we get for the stress tensor and its matrix representation

$$
\begin{align*}
& \mathbf{C}:=\left(\begin{array}{ccc}
L_{1}+2 L_{2} & \frac{1}{\left(R+\xi^{3}\right)^{2}} L_{1} & 0 \\
\frac{1}{\left(R+\xi^{3}\right)^{2}} L_{1} \frac{1}{\left(R+\xi^{3}\right)^{4}}\left(L_{1}+2 L_{2}\right) & 0 \\
0 & 0 & \frac{2}{\left(R+\xi^{3}\right)^{2}} L_{2}
\end{array}\right)  \tag{13}\\
& \mathbf{D}:=\left(\begin{array}{cc}
4 L_{2} & 0 \\
0 & \frac{4}{\left(R+\xi^{3}\right)^{2}} L_{2}
\end{array}\right) .
\end{align*}
$$

Now consider a force $f \in L^{2}(\mathbf{S})$ which is applied orthogonal to the midsurface and formulate the equilibrium conditions for the stationary case
according to the basic shell model from Chapelle and Bathe [11]: Find $(u, \theta) \in \mathbf{V}$ with

$$
\begin{align*}
& \int_{\Omega_{(t)}} \sum_{\alpha, \beta, \lambda, \mu=1}^{2} C^{\alpha \beta \lambda \mu} e_{\alpha \beta}(u, \theta) e_{\lambda \mu}(v, \psi)+D^{\alpha \lambda} e_{\alpha 3}(u, \theta) e_{\lambda 3}(v, \psi) \mathrm{d} V  \tag{14}\\
& =\int_{\omega} f v_{3} \mathrm{~d} S
\end{align*}
$$

for all $(v, \psi) \in \mathbf{V}$. We define the bilinear form $A_{(t)}(u, \theta ; v, \psi)$ for the left hand side and the linear form $F(v, \psi)$ for the right hand side of (14). The bilinear form can be rewritten using matrix-vector-notation and symmetry properties of the strain and stress tensor as

$$
\begin{equation*}
A_{(t)}(u, \theta ; v, \psi)=\int_{\Omega_{(t)}} \mathbf{e}^{\mathbf{T}} \mathbf{C e}+\zeta^{T} \mathbf{D} \zeta \mathrm{~d} V \tag{15}
\end{equation*}
$$

## 4 Analysis of the model equations

We know from [11] that $A_{(t)}$ is coercive and continuous for fixed $t$, as well as $F$ is continuous. According to the Lax-Milgram-Lemma there is a unique solution to (14). Therefore the control-to-state operator $G$ which maps the control $t$ to the corresponding displacement $(u, \theta)$ is well-defined. Let us define the set

$$
\begin{equation*}
U_{\mathrm{reg}}:=\left\{t \in C^{0,1}(\mathbf{S}) \mid 0<t_{\min } \leq t\left(\xi^{1}, \xi^{2}\right) \leq t_{\max }<2 R \text { in } \mathbf{S}\right\} \tag{16}
\end{equation*}
$$

which is a closed subset of $C^{0,1}(\mathbf{S})$. We now want to investigate the continuity of $G: U_{\text {reg }} \rightarrow \mathbf{V}$.

Lemma 1 For all $t \in U_{\text {reg }}$ the bilinear forms $A_{(t)}$ have a common coercivity constant, i.e.

$$
\begin{equation*}
A_{(t)}(u, \theta ; u, \theta) \geq c\|(u, \theta)\|_{\mathbf{V}}^{2} \quad \forall(u, \theta) \in \mathbf{V} \tag{17}
\end{equation*}
$$

Proof. The proof can easily be derived from the original proof of coercivity in [11].

We next consider a sequence $t_{n} \in U_{\text {reg }}$ that converges strongly to $\bar{t} \in U_{\text {reg }}$ w.r.t. to $\|t\|_{C^{0,1}(\mathbf{S})}=\|t\|_{\infty}+\operatorname{Lip}(t)$ and denote the corresponding sequence of states by $y_{n}:=\left(u_{n}, \theta_{n}\right):=G\left(t_{n}\right)$. Using the above Lemma we see that

$$
\begin{equation*}
c\left\|\left(u_{n}, \theta_{n}\right)\right\|_{\mathbf{V}}^{2} \leq A_{\left(t_{n}\right)}\left(u_{n}, \theta_{n} ; u_{n}, \theta_{n}\right)=F\left(u_{n}, \theta_{n}\right) \leq\|f\|_{L^{2}(\mathbf{S})}\left\|\left(u_{n}, \theta_{n}\right)\right\|_{\mathbf{V}} \tag{18}
\end{equation*}
$$

i.e. the sequence $y_{n}$ is bounded. Hence there is a weakly convergent subsequence, also denoted by $y_{n}$, with weak limit $\bar{y} \in \mathbf{V}$.

Lemma 2 The weak limit $\bar{y}$ is solution of (14) with thickness $\bar{t}$.
Proof. We first find an alternative form for $A_{(t)}$, namely

$$
\begin{equation*}
A_{(t)}(u, \theta ; v, \psi)=\int_{\Omega_{\left(t_{\max }\right)}} \sum_{i, j, k, l=1}^{3} H^{i j k l} e_{i j}(u, \theta) e_{k l}(v, \psi) \chi_{(t)} \mathrm{d} V \tag{19}
\end{equation*}
$$

with

$$
\chi_{(t)}\left(\xi^{1}, \xi^{2}, \xi^{3}\right):= \begin{cases}1, & \text { if }-\frac{t\left(\xi^{1}, \xi^{2}\right)}{2}<\xi^{3}<\frac{t\left(\xi^{1}, \xi^{2}\right)}{2}  \tag{20}\\ 0, & \text { otherwise }\end{cases}
$$

This can be done since the integrand does not explicitly depend on $t$ and $\chi_{(t)}$ is the characteristic function for $\Omega_{(t)}$. Another expression in terms of the $L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right)$ scalar product for second order tensors is

$$
\begin{align*}
A_{(t)}(u, \theta ; v, \psi) & =\int_{\Omega_{\left(t_{\max }\right)}}\left\langle\sigma(v, \psi) \chi_{(t)}, e(u, \theta)\right\rangle \mathrm{d} V  \tag{21}\\
& =\left\langle\sigma(v, \psi) \chi_{(t)}, e(u, \theta)\right\rangle_{L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right)}
\end{align*}
$$

where $\sigma(v, \psi) \chi_{(t)}$ has components

$$
\begin{equation*}
\left(\sigma(v, \psi) \chi_{(t)}\right)^{i j}=\sigma(v, \psi)^{i j} \chi_{(t)} \tag{22}
\end{equation*}
$$

We have $\sigma(v, \psi) \chi_{\left(t_{n}\right)} \rightarrow \sigma(v, \psi) \chi_{(\bar{t})}$ in $L^{2}\left(\mathbf{B}_{\left(t_{\max )}\right)}\right)$ for fixed $(v, \psi) \in \mathbf{V}$, because

$$
\begin{align*}
& \left\|\sigma(v, \psi) \chi_{\left(t_{n}\right)}-\sigma(v, \psi) \chi_{(\bar{t})}\right\|_{L^{2}\left(\mathbf{B}_{t_{\max }}\right)}^{2} \\
& \leq \sum_{i, j, k, l=1}^{3}\left|\int_{\Omega_{\left(t_{\max }\right.}} g_{i k} g_{j l} \sigma^{i j}(v, \psi) \sigma^{k l}(v, \psi)\left(\chi_{\left(t_{n}\right)}-\chi_{(\bar{t})}\right) \mathrm{d} V\right| \tag{23}
\end{align*}
$$

It holds $\chi_{\left(t_{n}\right)}-\chi_{(\bar{t})} \rightarrow 0$ pointwise a.e., so we can conclude

$$
\begin{equation*}
g_{i k} g_{j l} \sigma^{i j}(v, \psi) \sigma^{k l}(v, \psi)\left(\chi_{\left(t_{n}\right)}-\chi_{(\bar{t})}\right) \rightarrow 0 \quad \text { pointwise a.e. } \tag{24}
\end{equation*}
$$

Furthermore $\left|g_{i k} g_{j l} \sigma^{i j}(v, \psi) \sigma^{k l}(v, \psi) \chi_{\left(t_{\max }\right)}\right|$ is an integrable majorant and we get the convergence of the right hand side from (23) to 0 . From $\left(u_{n}, \theta_{n}\right) \rightharpoonup$ $(\bar{u}, \bar{\theta})$ in $\mathbf{V}$ it follows that all components and covariant derivatives converge
weakly to the corresponding limit in $L^{2}(\mathbf{S})$, and so $e\left(u_{n}, \theta_{n}\right) \rightharpoonup e(\bar{u}, \bar{\theta})$ in $L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right)$. We get

$$
\begin{equation*}
\left\langle\sigma(v, \psi) \chi_{\left(t_{n}\right)}, e\left(u_{n}, \theta_{n}\right)\right\rangle_{L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right)} \rightarrow\left\langle\sigma(v, \psi) \chi_{(\bar{t})}, e(\bar{u}, \bar{\theta})\right\rangle_{L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right)} \tag{25}
\end{equation*}
$$

and therefore $F(v, \psi)=\lim _{n \rightarrow \infty} A_{\left(t_{n}\right)}\left(u_{n}, \theta_{n} ; v, \psi\right)=A_{(\bar{t})}(\bar{u}, \bar{\theta} ; v, \psi)$.
From the uniqueness of the limit $(\bar{u}, \bar{\theta})$ we conclude that the whole sequence converges weakly.

Theorem 1 The convergence of $\left(u_{n}, \theta_{n}\right)$ to $(\bar{u}, \bar{\theta})$ is also strong. Hence the operator $G: U_{\mathrm{reg}} \rightarrow \mathbf{V}$ is continuous.

Proof. It holds for $(v, \psi) \in \mathbf{V}$

$$
\begin{equation*}
0=\lim _{n \rightarrow \infty}\left(A_{\left(t_{n}\right)}\left(u_{n}-\bar{u} ; \theta_{n}-\bar{\theta} ; v, \psi\right)+A_{\left(t_{n}\right)}(\bar{u}, \bar{\theta} ; v, \psi)-A_{(\bar{t})}(\bar{u}, \bar{\theta} ; v, \psi)\right) \tag{26}
\end{equation*}
$$

We now take $(v, \psi):=\left(u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)$ and get for the last two terms of (26)

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(A_{\left(t_{n}\right)}\left(\bar{u}, \bar{\theta} ; u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)-A_{(\bar{t})}\left(\bar{u}, \bar{\theta} ; u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)\right)=0 \tag{27}
\end{equation*}
$$

because

$$
\begin{align*}
& \left|A_{\left(t_{n)}\right)}\left(\bar{u}, \bar{\theta} ; u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)-A_{(\bar{t})}\left(\bar{u}, \bar{\theta} ; u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)\right| \\
& \leq\left|\left\langle\sigma(\bar{u}, \bar{\theta})\left(\chi_{\left(t_{n}\right)}-\chi_{(\bar{t})}\right), e\left(u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)\right\rangle_{L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right)}\right| . \tag{28}
\end{align*}
$$

Analog to the proof of the above Lemma we can show

$$
\begin{array}{rlll}
\sigma(\bar{u}, \bar{\theta})\left(\chi_{\left(t_{n}\right)}-\chi_{(\bar{t})}\right) & \rightarrow & 0 & \text { in } L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right) \\
e\left(u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right) & & 0 & \text { in } L^{2}\left(\mathbf{B}_{\left(t_{\max }\right)}\right) \tag{29}
\end{array}
$$

Both statements yield the convergence of the last term from (28) to 0.
From (26) it follows
$0=\lim _{n \rightarrow \infty} A_{\left(t_{n}\right)}\left(u_{n}-\bar{u}, \theta_{n}-\bar{\theta} ; u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right) \geq \lim _{n \rightarrow \infty} c\left\|\left(u_{n}-\bar{u}, \theta_{n}-\bar{\theta}\right)\right\|_{\mathbf{V}}^{2} \geq 0$
and therefore the strong convergence $\left(u_{n}, \theta_{n}\right) \rightarrow(\bar{u}, \bar{\theta})$ in $\mathbf{V}$.
Theorem 2 The control-to-state-operator $G: U_{\mathrm{reg}} \rightarrow \mathbf{V}$ is Gâteaux-differentiable. For a fixed point $t \in U_{\mathrm{reg}}$ with state $\left(u_{(t)}, \theta_{(t)}\right)$ and a direction $q \in C^{0,1}(\mathbf{S})$ with $t+\lambda q \in U_{\text {reg }}$ for all sufficiently small $\lambda \geq 0$ it holds $G^{\prime}(t) q=$
$(r, \rho)$, where $(r, \rho)$ is the (unique) solution to the variational problem: Find $(r, \rho)$ in $\mathbf{V}$ such that

$$
\begin{equation*}
A_{(t)}(r, \rho ; v, \psi)=Z_{q}(v, \psi) \tag{31}
\end{equation*}
$$

holds for all $(v, \psi) \in \mathbf{V}$ where the linear form $Z_{q}$ is given by

$$
\begin{equation*}
Z_{q}(v, \psi)=-\int_{\omega} \sum_{\xi_{i}^{3} \in\left\{ \pm \frac{t}{2}\right\}}\left(\left[\left\langle\sigma(v, \psi), e\left(u_{(t)}, \theta_{(t)}\right)\right\rangle\left(1+\frac{\xi^{3}}{R}\right)\right]_{\xi^{3}=\xi_{i}^{3}}\right) \frac{q}{2} \mathrm{~d} S \tag{32}
\end{equation*}
$$

Proof. Consider a direction $q \in C^{0,1}(\mathbf{S}), 0 \leq \lambda \in \mathbf{R}$ as well as $t \in U_{\text {reg }}$ like in the theorem statement. For the solutions $\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)$ and $u_{(t)}, \theta_{(t)}$ of (14) to the thicknesses $t$ and $t+\lambda q$, resp. it holds

$$
\begin{align*}
A_{(t)}\left(u_{(t)}, \theta_{(t)} ; v, \psi\right) & =F(v, \psi) \\
A_{(t+\lambda q)}\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)} ; v, \psi\right) & =F(v, \psi) \tag{33}
\end{align*}
$$

for all $(v, \psi)$ in $\mathbf{V}$. It follows

$$
\begin{align*}
0= & \frac{1}{\lambda}\left[A_{(t+\lambda q)}\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)} ; v, \psi\right)-A_{(t)}\left(u_{(t)}, \theta_{(t)} ; v, \psi\right)\right] \\
= & \int_{\Omega_{\left(t_{\max }\right.}}\left\langle\sigma(v, \psi), \frac{e\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-e\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}\right\rangle \chi_{(t)} \mathrm{d} V  \tag{34}\\
& +\int_{\Omega_{\left(t_{\max }\right)}}\left\langle\sigma(v, \psi), e\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)\right\rangle \frac{\chi_{(t+\lambda q)}-\chi_{(t)}}{\lambda} \mathrm{d} V
\end{align*}
$$

For the last summand from equation (34) the mapping $Z_{\lambda}: \mathbf{V} \times \mathbf{V} \rightarrow \mathbf{R}$,

$$
\begin{equation*}
Z_{\lambda}(u, \theta ; v, \psi):=\int_{\Omega_{\left(t_{\max }\right)}}\langle\sigma(v, \psi), e(u, \theta)\rangle \frac{\chi_{(t+\lambda q)}-\chi_{(t)}}{\lambda} \mathrm{d} V \tag{35}
\end{equation*}
$$

is defined.
Lemma 3 The limit

$$
\begin{equation*}
-\lim _{\lambda \rightarrow 0} Z_{\lambda}\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)} ; v, \psi\right)=: Z_{q}(v, \psi) \tag{36}
\end{equation*}
$$

exists and is in $\mathbf{V}^{*}$.
Proof. It holds that $Z_{\lambda}$ can be estimated for fixed $\lambda$, because
$\left|Z_{\lambda}(u, \theta ; v, \psi)\right| \leq \frac{1}{\lambda} \int_{\Omega_{\left(t_{\max }\right)}}|\langle\sigma(v, \psi), e(u, \theta)\rangle| \mathrm{d} V \leq \frac{1}{\lambda} C\|(v, \psi)\|_{\mathbf{V}}\|(u, \theta)\|_{\mathbf{V}}$.

The last inequality comes from the boundedness of $A_{\left(t_{\max }\right)}$.
We now want to determine the pointwise limit

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} Z_{\lambda}(u, \theta ; v, \psi) \tag{38}
\end{equation*}
$$

At first we consider the innermost integral by defining $z: \mathbf{S} \rightarrow \mathbf{R}$,

$$
\begin{equation*}
z:=\int_{-\frac{t_{\max }}{2}}^{\frac{t_{\max }}{2}}\langle\sigma(v, \psi), e(u, \theta)\rangle \frac{\chi_{(t+\lambda q)}-\chi_{(t)}}{\lambda} \sqrt{g} \mathrm{~d} \xi^{3} \tag{39}
\end{equation*}
$$

It holds a.e. in $\mathbf{S}$

$$
\begin{equation*}
\left|z\left(\xi^{1}, \xi^{2}\right)\right| \leq b\left(\xi^{1}, \xi^{2}\right) \int_{-\frac{t_{\max }}{2}}^{\frac{t_{\max }}{2}}\left|\frac{\chi_{(t+\lambda q)}-\chi_{(t)}}{\lambda}\right| \mathrm{d} \xi^{1}=b\left(\xi^{1}, \xi^{2}\right)\left|q\left(\xi^{1}, \xi^{2}\right)\right| \tag{40}
\end{equation*}
$$

where $b \in L^{1}(\mathbf{S})$ because of the boundedness of $H^{i j k l}$ and the polynomial dependence of $e_{i j}$ and $\sqrt{g}$ in $\xi^{3}$. So there is an integrable majorant and we can write

$$
\begin{align*}
& \lim _{\lambda \rightarrow 0} Z_{\lambda}(u, \theta ; v, \psi)=\lim _{\lambda \rightarrow 0} \int_{\omega} \int_{-\frac{t_{\max }}{2}}^{\frac{t_{\max }}{2}}\langle\sigma(v, \psi), e(u, \theta)\rangle \frac{\chi_{(t+\lambda q)}-\chi_{(t)}}{\lambda} \mathrm{d} V \\
& =\int_{\omega} \lim _{\lambda \rightarrow 0} \int_{-\frac{t_{\max }}{2}}^{\frac{t_{\max }}{2}}\langle\sigma(v, \psi), e(u, \theta)\rangle \frac{\chi_{(t+\lambda q)}-\chi_{(t)}}{\lambda}\left(1+\frac{\xi^{3}}{R}\right) \mathrm{d} \xi^{3} \mathrm{~d} S \tag{41}
\end{align*}
$$

Now we investigate the limit

$$
\begin{align*}
& \lim _{\lambda \rightarrow 0} \int_{-\frac{t_{\max }}{2}}^{\frac{t_{\max }}{2}} f\left(\xi^{3}\right) \frac{\chi(t+\lambda q)-\chi(t)}{\lambda} \mathrm{d} \xi^{3} \\
& =\lim _{\lambda \rightarrow 0} \frac{1}{\lambda}\left[\int_{-\frac{(t+\lambda q)}{2}}^{\frac{(t+\lambda q)}{2}} f\left(\xi^{3}\right) \mathrm{d} \xi^{3}-\int_{-\frac{t}{2}}^{\frac{t}{2}} f\left(\xi^{3}\right) \mathrm{d} \xi^{3}\right] \tag{42}
\end{align*}
$$

for a continuous function $f \in C\left(\left[-\frac{t_{\max }}{2}, \frac{t_{\text {max }}}{2}\right]\right)$. This simplifies to the derivative of the integral bounds with respect to $\lambda$ at $\lambda=0$ which evaluates according to Leibniz's formula to

$$
\begin{equation*}
\left(f\left(\frac{t}{2}\right)+f\left(-\frac{t}{2}\right)\right) \frac{q}{2} \tag{43}
\end{equation*}
$$

Therefore, we get

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} Z_{\lambda}(u, \theta ; v, \psi)=\int_{\omega} \sum_{\xi_{i}^{3} \in\left\{ \pm \frac{t}{2}\right\}}\left(\left[\langle\sigma(v, \psi), e(u, \theta)\rangle\left(1+\frac{\xi^{3}}{R}\right)\right]_{\xi^{3}=\xi_{i}^{3}}\right) \frac{q}{2} \mathrm{~d} S \tag{44}
\end{equation*}
$$

Because of the convergence for fixed $(u, \theta)$ and $(v, \psi)$, the mappings $Z_{\lambda}$ are uniformly bounded by the Banach-Steinhaus theorem, i.e.

$$
\begin{equation*}
Z_{\lambda}(u, \theta ; v, \psi) \leq C\|(u, \theta)\|_{\mathbf{V}}\|(v, \psi)\|_{\mathbf{V}} \tag{45}
\end{equation*}
$$

Now we want to determine for fixed thickness $t$ and direction $q$

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} Z_{\lambda}\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)} ; v, \psi\right) . \tag{46}
\end{equation*}
$$

It holds

$$
\begin{align*}
& \left|Z_{\lambda}\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)} ; v, \psi\right)-Z\left(u_{(t)}, \theta_{(t)} ; v, \psi\right)\right| \\
& \quad \leq\left|Z_{\lambda}\left(u_{(t+\lambda q)}-u_{(t)}, \theta_{(t+\lambda q)}-\theta_{(t)} ; v, \psi\right)\right|+\left|\left(Z_{\lambda}-Z\right)\left(u_{(t)}, \theta_{(t)} ; v, \psi\right)\right| \\
& \quad \leq C\left\|\left(u_{(t+\lambda q)}-u_{(t)}, \theta_{(t+\lambda q)}-\theta_{(t)}\right)\right\|_{\mathbf{V}}\|(v, \psi)\|_{\mathbf{V}} \\
& \quad+\left|\left(Z_{\lambda}-Z\right)\left(u_{(t)}, \theta_{(t)} ; v, \psi\right)\right|
\end{align*}
$$

Since $\left(u_{(t)}, \theta_{(t)}\right)$ is fixed, we write $Z(v, \psi)$ instead of $Z\left(u_{(t)}, \theta_{(t)} ; v, \psi\right)$ and consider from now on $Z$ as a mapping $\mathbf{V} \rightarrow \mathbf{R}$. Hence we get

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} Z_{\lambda}\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)} ; v, \psi\right)=Z(v, \psi) \tag{48}
\end{equation*}
$$

with $Z \in \mathbf{V}^{*}$. To indicate the dependence from the initially chosen $q$, we finally define

$$
\begin{equation*}
Z_{q}(v, \psi):=-Z(v, \psi) \tag{49}
\end{equation*}
$$

and we get the linear form $Z_{q}(v, \psi) \in \mathbf{V}^{*}$.

Back to the proof of theorem 2 we again consider equation (34). Because of the linearity of $e_{i j}$ it follows

$$
\begin{align*}
& \int_{\Omega_{\left(t_{\max }\right)}}\left\langle\sigma(v, \psi), \frac{e\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-e\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}\right\rangle \chi_{(t)} \mathrm{d} V  \tag{50}\\
& =A_{(t)}\left(\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda} ; v, \psi\right)
\end{align*}
$$

By taking the limit in (34) and using the continuity of $A_{(t)}$ we get

$$
\begin{equation*}
A_{(t)}\left(\lim _{\lambda \rightarrow 0} \frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda} ; v, \psi\right)=Z_{q}(v, \psi) \tag{51}
\end{equation*}
$$

for all $(v, \psi) \in \mathbf{V}$. Now we insert $(v, \psi)=\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}$ in this equation. This yields

$$
\begin{align*}
& \left.c\left\|\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}\right\|_{\left.\mathbf{V}_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}^{\lambda}\right) \\
& \leq A_{(t)}\left(\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda} ; \frac{\left(u_{(t+1)}\right.}{\lambda}\right)  \tag{52}\\
& =Z_{q}\left(\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}\right) \\
& \leq C\left\|\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}\right\|_{\mathbf{V}}
\end{align*}
$$

and we see that the sequence $\frac{\left(u_{(t+\lambda q)}, \theta_{(t+\lambda q)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda}$ is bounded. Hence, there is a subsequence $\lambda_{n} \rightarrow 0$ such that

$$
\begin{equation*}
\frac{\left(u_{\left(t+\lambda_{n} q\right)}, \theta_{\left(t+\lambda_{n} q\right)}\right)-\left(u_{(t)}, \theta_{(t)}\right)}{\lambda_{n}} \rightarrow(r, \rho), \quad \lambda_{n} \rightarrow 0 \tag{53}
\end{equation*}
$$

weakly in V. Passage to the limit in (51) leads to the variational equation: Find $(r, \rho) \in \mathbf{V}$, such that

$$
\begin{equation*}
A_{(t)}(r, \rho ; v, \psi)=Z_{q}(v, \psi) \tag{54}
\end{equation*}
$$

for all $(v, \psi) \in \mathbf{V}$. From the Lax-Milgram-Lemma we know that this equation has a unique solution, so the whole sequence converges to $(r, \rho)$ for $\lambda \rightarrow 0$.

## 5 Optimization problem

In this section, the actual optimization problem shall be discussed. In our case the minimization uses the compliance functional, where the deformation is weighted with the incoming force. We state the optimization problem as follows:

$$
\begin{array}{ll} 
& \min _{t \in C^{0,1}(\mathbf{S}),(u, \theta) \in \mathbf{V}} J(u, \theta ; t):=F(u, \theta)+\frac{\lambda}{2}\|t\|_{H^{1}(\mathbf{S})}^{2} \\
\text { s.t. : } & A_{(t)}(u, \theta ; v, \psi)=F(v, \psi) \quad \forall(v, \psi) \in \mathbf{V}  \tag{55}\\
& t_{\min } \leq t\left(\xi^{1}, \xi^{2}\right) \leq t_{\max } \quad \text { in } \mathbf{S} \\
& \int_{\omega} t \mathrm{~d} S=C
\end{array}
$$

The constant $C$ represents the volume of the shell and $t_{\min }, t_{\text {max }}$ are the lower and upper bound for the thickness, resp. The introduction of a regularization
term was essential for the quality of the numeric solutions. Additionally, we introduce the set

$$
\begin{equation*}
U_{\mathrm{ad}}:=\left\{t \in C^{0,1}(\mathbf{S}) \mid t_{\min } \leq t\left(\xi^{1}, \xi^{2}\right) \leq t_{\max } \text { in } \mathbf{S}, \int_{\omega} t \mathrm{~d} S=C\right\} \subset U_{\mathrm{reg}} \tag{56}
\end{equation*}
$$

Note that the set $U_{\text {ad }}$ is convex, closed and bounded. By using the control-to-state operator $G$ we can define the reduced objective functional $J_{s}(t):=$ $J(G(t) ; t)$ which we will use in this section. The problem (55) can be rewritten in the form

$$
\begin{equation*}
\min _{t \in U_{\mathrm{ad}}} J_{s}(t)=F(G(t))+\frac{\lambda}{2}\|t\|_{H^{1}(\mathbf{S})}^{2} \tag{57}
\end{equation*}
$$

Theorem 3 Let the set of admissible thicknesses be restricted to

$$
\begin{equation*}
U_{\mathrm{ad}}^{M}:=\left\{t \in U_{\mathrm{ad}} \mid \operatorname{Lip}(t)<M\right\} \tag{58}
\end{equation*}
$$

for fixed $M>0$. Then the problem (57) has at least one solution.
Proof. We know from the Arzela-Ascoli theorem that $U_{\text {ad }}^{M}$ is a closed sequential compact subset of $C(\bar{\omega})$. Moreover, the objective $J_{s}$ is a composition of continuous mappings. Therefore a minimum exists by the Weierstrass theorem.

The aim in this section is to derive necessary conditions for an (locally) optimal solution. As a further result we will also get an expression for the directional derivatives of the objective which is very useful for later numerical calculations. We first define the adjoint state as the solution to:

Find $(p, \eta) \in \mathbf{V}$, such that

$$
\begin{equation*}
A_{(t)}(p, \eta ; v, \psi)=\nabla_{1} J(u, \theta ; t)(v, \psi) \tag{59}
\end{equation*}
$$

holds for all $(v, \psi) \in \mathbf{V}$, where $\nabla_{1} J\left(u_{0}, \theta_{0} ; t_{0}\right)$ denotes the Fréchet-derivative of $J$ with respect to $(u, \theta)$ at the point $\left(u_{0}, \theta_{0} ; t_{0}\right)$. We note that because of $\nabla_{1} J\left(u_{0}, \theta_{0} ; t_{0}\right)(v, \psi)=F(v, \psi)$ in our case the adjoint state is equal to the corresponding original state $\left(u_{(t)}, \theta_{(t)}\right)$.

Theorem 4 The directional derivative of the reduced objective $J_{s}$ at point $t$ in direction $q$ is given by

$$
\begin{equation*}
J_{s}^{\prime}(t) q=Z_{q}\left(u_{(t)}, \theta_{(t)}\right)+\lambda\langle t, q\rangle_{H^{1}(\mathbf{S})}=Z_{q}(G(t))+\lambda\langle t, q\rangle_{H^{1}(\mathbf{S})} \tag{60}
\end{equation*}
$$

Proof. The proof is straightforward by using the chain rule and symmetry of $A_{(t)}$ and can be found e.g. in [5]. The resulting expression then simplifies because of $\nabla_{2} J\left(u_{0}, \theta_{0} ; t_{0}\right) q=\lambda\left\langle t_{0}, q\right\rangle_{H^{1}(\mathbf{S})}$ and the equality of adjoint and original state.

With the help of the directional derivative (60) of the reduced objective we can state necessary conditions for a (locally) optimal solution:

Corollary 1 Let $t^{*} \in U_{\mathrm{ad}}$ be a (locally) optimal solution for the problem (55) with corresponding state $\left(u_{\left(t^{*}\right)}, \theta_{\left(t^{*}\right)}\right)$. Then it holds

$$
\begin{equation*}
J_{s}^{\prime}\left(t^{*}\right)\left(q-t^{*}\right)=Z_{\left(q-t^{*}\right)}\left(u_{\left(t^{*}\right)}, \theta_{\left(t^{*}\right)}\right)+\lambda\left\langle t^{*}, q-t^{*}\right\rangle_{H^{1}(\mathbf{S})} \geq 0 \tag{61}
\end{equation*}
$$

for all directions $q \in U_{\mathrm{ad}}$.
Note, that we need the convexity of $U_{\text {ad }}$ for this statement.

## 6 Numerical implementation

For the numerical solution of the optimization problem a Fortran program was written. The state equation is solved using standard FEM-methods. We use an approach with general shell elements based on biquadratic 9-node Lagrange elements that can be found in [11] or [14]. The finite element displacements are thus given by

$$
\begin{equation*}
V_{h}=\sum_{i=1}^{n} h_{i}\left(\xi^{1}, \xi^{2}\right)\left(v^{(i)}+\xi^{3} \eta^{(i)}\right), \quad \eta^{(i)} \cdot a_{3}^{(i)}=0 \tag{62}
\end{equation*}
$$

where $v^{(i)}=\left(v_{1}^{(i)}, v_{2}^{(i)}, v_{3}^{(i)}\right)^{T}, \eta^{(i)}=\left(\eta_{1}^{(i)}, \eta_{2}^{(i)}, \eta_{3}^{(i)}\right)^{T}, t^{(i)}$ and $a_{3}^{(i)}$ denote the translational and rotational displacement components in Cartesian coordinates, the thickness and the unit normal vector at node $i$, respectively. The $h_{i}$ are chosen as the shape functions arising from biquadratic ansatz functions $\lambda_{j}, j=1, \ldots, 9$ on the reference element. In local element coordinates, this reads

$$
\begin{equation*}
\left.V_{h}\right|_{E}=\sum_{j=1}^{9} \lambda_{j}(r, s)\left(v^{(j)}+z \frac{t^{(i)}}{2} \eta^{(i)}\right) \tag{63}
\end{equation*}
$$

As in (7) we divide into translational and rotational components and consider the finite element displacement space

$$
\begin{align*}
\mathbf{V}_{h}:=\left\{\left(v_{h}, \eta_{h}\right) \mid v_{h}=\sum_{i=1}^{n} h_{i}\left(\xi^{1}, \xi^{2}\right) v^{(i)}, \eta_{h}=\right. & \pi\left(\sum_{i=1}^{n} h_{i}\left(\xi^{1}, \xi^{2}\right) \eta^{(i)}\right)  \tag{64}\\
& \left.\eta^{(i)} \cdot a_{3}^{(i)}=0\right\} \cap \mathbf{B C}
\end{align*}
$$

where $\pi$ denotes the projection operator onto the tangential plane at point $\left(\xi^{1}, \xi^{2}\right) \in \mathbf{S}$ and $\mathbf{B C}$ imposes appropriate boundary conditions on the displacements. Accordingly, the nodal thicknesses $t^{(i)}$ are interpolated using the shape functions $h_{i}$ which leads to $t_{h}=\sum_{i=1}^{n} h_{i} t^{(i)}$. The strain-vector $\mathbf{e}$ is calculated using strain-displacement matrices arising from (11). The matrices $\mathbf{C}$ and $\mathbf{D}$ are calculated using (13) and the value of the discretized bilinear form $A_{\left(t_{h}\right)}\left(u_{h}, \theta_{h} ; v_{h}, \eta_{h}\right)$ is obtained using (15) together with Gaussian quadrature. Accordingly, the discretized linear form $F_{h}\left(v_{h}, \eta_{h}\right)$ is calculated. We now have to solve: Find $\left(u_{h}, \theta_{h}\right) \in \mathbf{V}_{h}$, such that

$$
\begin{equation*}
A_{\left(t_{h}\right)}\left(u_{h}, \theta_{h} ; v_{h}, \psi_{h}\right)=F_{h}\left(v_{h}, \psi_{h}\right) \quad \text { for all }\left(v_{h}, \psi_{h}\right) \in \mathbf{V}_{h} \tag{65}
\end{equation*}
$$

Let the mapping $G_{h}: \mathbf{R}^{n} \rightarrow \mathbf{V}_{h}, \vec{t} \mapsto\left(u_{h}, \theta_{h}\right)$ which maps the vector of the nodal thicknesses $\vec{t}$ via the function $t_{h}$ to the solution of (65) be defined. Finally, the volume constraint is discretized using Gaussian quadrature for $t_{h}$ over $\mathbf{S}$. We can now state the finite dimensional optimization problem

$$
\begin{align*}
\min _{\vec{t} \in \mathbf{R}^{n}} & J_{h}(\vec{t})
\end{align*}=F_{h}\left(G_{h}(\vec{t})\right)
$$

where the first constraint represents the volume condition and the second one the pointwise bounds on the thickness.

The linear system arising from (65) is solved using a combination of direct methods (Pardiso solver, see e.g. [15]) and the pcg-method. Namely, the system is solved directly once at the beginning of an iteration of the optimizer, while in the following line search steps the pcg-method is used. As a preconditioner, the LU-factorization obtained from the direct solution does very good work. This combination allows us to benefit from the advantages of both direct and indirect methods.

The actual optimization is done with IpOpt, an Interior-Point algorithm for Large-Scale nonlinear optimization. Here, the expression obtained in (60) for the directional derivative of the objective is used to calculate the gradient of the discrete objective which depends only on the nodal thicknesses. This reduces the running time of the optimizer and raises the accuracy of the solution considerably. The discrete gradient is calculated by evaluating the expression

$$
\begin{equation*}
\left[\nabla J_{h}(\vec{t})\right]_{i}=Z_{h_{i}}\left(G_{h}(\vec{t})\right)+\lambda\left\langle t_{h}, h_{i}\right\rangle_{H^{1}(\mathbf{S})} \tag{67}
\end{equation*}
$$

where we go through all shape functions $h_{i}$.

Moreover, we can perform an "optimality test" using equation (61). For a computed solution $\overrightarrow{t^{*}}$ this is done by checking

$$
\begin{equation*}
\min _{t \in U_{\mathrm{ad}}} J_{s}^{\prime}\left(t^{*}\right) t \stackrel{?}{=} J_{s}^{\prime}\left(t^{*}\right) t^{*} \tag{68}
\end{equation*}
$$

where the optimization problem can be brought into the discrete form

$$
\begin{align*}
\min _{q \in \mathbf{R}^{n}} & \nabla J_{h}\left(\overrightarrow{t^{*}}\right) \cdot q \\
\text { s.t. }: & B_{h} \vec{q}=C  \tag{69}\\
& \vec{t}_{\min } \leq \vec{q} \leq \vec{t}_{\max }
\end{align*}
$$

This is a standard linear program with solution $\vec{q}^{*}$. In general, our numerical solution $\overrightarrow{t^{*}}$ will not be optimal, so there will be a difference $\nabla J_{h}\left(\overrightarrow{t^{*}}\right) \cdot\left(\vec{q}^{*}-\right.$ $\left.\overrightarrow{t^{*}}\right)=-\varepsilon<0$, where $\varepsilon$ is an indicator for the precision of $\overrightarrow{t^{*}}$.

## 7 Examples

We discuss a part of a tube where different forces are applied on the midsurface. For this, we consider the domain $\omega=(0,1) \times\left(0, \frac{\pi}{2}\right)$ together with $\phi\left(\xi^{1}, \xi^{2}\right)=\left(\xi^{1}, \cos \left(\xi^{2}\right), \sin \left(\xi^{2}\right)\right)$ to describe the midsurface. We choose $E=210$ and $\nu=0.3$ for the material parameters. The minimal and maximal thickness as well as the volume of the shell are chosen as $t_{\min }=0.05$ and $t_{\max }=0.15$ and $C=\frac{\pi}{20}$, respectively. This allows us to start with a constant thickness of 0.1 as a feasible initial solution. The regularization parameter $\lambda$ is chosen in a way that the regularization term is about two to three orders of magnitude smaller than the objective value.

Example 1 We choose a rotational symmetric force $f\left(\xi^{1}, \xi^{2}\right)=\xi^{1}\left(1-\xi^{1}\right)$ which is also symmetric in $\xi^{1}$. The corresponding optimal thickness profile over the domain $\omega$ is shown in figure 2. We see that the thickness follows approximately the profile of the force and is in particular symmetric in both $\xi^{1}$ and $\xi^{2}$. The calculation started on a coarse grid and was refined iteratively on finer grids. In the table from figure 2 the differences between the solution on a very fine grid with step-size of $2^{-8}$ in $\xi^{1}$-direction ("exact" solution) and on coarser grids are listed, taken in the max-norm on the particular grid. The step size in $\xi^{1}$-direction for each grid is given in the first column. The step-size in $\xi^{2}$-direction is chosen to have the same number of nodes. This shows good convergence properties for the thickness when the grid is refined. Moreover, we can see by solution of (69), that the parameter $\varepsilon$ in the optimality test can be chosen as $4.5 \cdot 10^{-7}$ which is an indicator for good accuracy of the computed solution $t_{h}^{*}$.


| step - size $h_{\xi^{1}}$ | $\left\\|\vec{t}_{\mathrm{ex}}-\vec{t}_{h}\right\\|_{\infty}$ |
| :---: | :---: |
| $2^{-4}$ | $1.16 \cdot 10^{-2}$ |
| $2^{-5}$ | $1.23 \cdot 10^{-3}$ |
| $2^{-6}$ | $9.92 \cdot 10^{-4}$ |
| $2^{-7}$ | $6.87 \cdot 10^{-4}$ |

Figure 2: Results for example 1, loading $f\left(\xi^{1}, \xi^{2}\right)=\xi^{1}\left(1-\xi^{1}\right)$

Example 2 We choose a periodic force $f\left(\xi^{1}, \xi^{2}\right)=\sin \left(2 \pi \xi^{1}\right)$. The corresponding optimal thickness profile over the domain $\omega$ is shown in figure 3 . Again, the thickness follows approximately the magnitude of the incoming force. It is noticeable for the first two examples that the optimal thickness does depend on $\xi^{2}$ while the incoming force does not. This could be due to the fact that we consider a part of a tube rather than the full tube. The table from figure 3 again shows good convergence properties for smaller step sizes on the grid, though there is a slightly bigger error than in the first example. The parameter $\varepsilon$ from (69) can be chosen as $2.37 \cdot 10^{-6}$ which indicates good accuracy of the computed solution.

Example 3 In this example we choose an exponential load $f\left(\xi^{1}, \xi^{2}\right)=$ $\left(\exp \left(\xi^{1}\right)-1\right)\left(\exp \left(\xi^{2}\right)-1\right)$ which is also asymmetric in $\xi^{1}$ and $\xi^{2}$. The corresponding optimal thickness profile over the domain $\omega$ is shown in figure 4. We see that the thickness is maximal in the region with largest incoming force. But also the two elevations with peaks at $(0.578,0)$ and $(0,0.626)$ should be mentioned. The values in the table from figure 4 show the convergence properties on finer grids and the parameter $\varepsilon$ from (69) can be chosen as $6.34 \cdot 10^{-6}$ which both indicates good accuracy of the solution.

Example 4 We choose a discontinuous force $f\left(\xi^{1}, \xi^{2}\right)=1_{\left[\frac{1}{4}, \frac{3}{4}\right] \times\left[\frac{\pi}{4}-\frac{1}{4}, \frac{\pi}{4}+\frac{1}{4}\right]}$. The corresponding optimal thickness profile over the domain $\omega$ is shown in figure 5. It is noticeable that the optimal thickness is maximal in a region shaped like a cross while the incoming force is applied at a region shaped like


Figure 3: Results for example 2, loading $f\left(\xi^{1}, \xi^{2}\right)=\sin \left(2 \pi \xi^{1}\right)$


Figure 4: Results for example 3, loading $f\left(\xi^{1}, \xi^{2}\right)=\left(\exp \left(\xi^{1}\right)-1\right)\left(\exp \left(\xi^{2}\right)-1\right)$
a square, see figure 6. The discontinuity of the incoming force is reflected quite good in the optimal thickness. The table from figure 5 shows similar convergence properties as in the second example. The parameter $\varepsilon$ from (69) can be chosen as $3.15 \cdot 10^{-6}$ which indicates good accuracy of the computed solution.


| step - size $h_{\xi^{1}}$ | $\left\\|\vec{t}_{\mathrm{ex}}-\vec{t}_{h}\right\\|_{\infty}$ |
| :---: | :---: |
| $2^{-4}$ | $4.45 \cdot 10^{-2}$ |
| $2^{-5}$ | $1.96 \cdot 10^{-2}$ |
| $2^{-6}$ | $7.04 \cdot 10^{-3}$ |
| $2^{-7}$ | $1.88 \cdot 10^{-3}$ |

Figure 5: Results for example 4, loading $f\left(\xi^{1}, \xi^{2}\right)=1_{\left[\frac{1}{4}, \frac{3}{4}\right] \times\left[\frac{\pi}{4}-\frac{1}{4}, \frac{\pi}{4}+\frac{1}{4}\right]}$


Figure 6: View from above, black line $=$ discontinuity of $f$

## 8 Concluding remarks

In this paper we discussed thickness optimization problems for cylindrical shells where the load is applied to the shell's midsurface. In particular we showed the continuity and Gâteaux-differentiability of the control-to-state operator arising from the model equations. The result was used to deduce an expression for the directional derivative of the objective which was the compliance functional in our case. This allowed us to state necessary conditions for an optimal solution. An effective numerical implementation based on direct methods was possible on quite fine grids by using the discretized expression for the directional derivative together with finite element methods. Different examples were investigated where the optimal thickness followed the incoming force in a reasonable way. The computed thicknesses on refined grids showed a good convergence behaviour as well as the evaluation of the necessary conditions indicated good accuracy of the solutions.
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#### Abstract

The aim of this paper is to provide conditions for the boundedness of the anisotropic norm of discrete-time linear stochastic systems with multiplicative noise. It is proved that these conditions can be expressed in terms of the existence of a stabilising solution of a specific Riccati equation satisfying some additional constraints.


MSC: 93E03, 93E10, 93E25
keywords: anisotropic norm, stochastic systems, multiplicative noise, optimal estimation

## 1 Introduction

The signal filtering problem received much attention over the last seven decades, starting with the early formulation and developments due to E. Hopf and N. Wiener in the 1940's. Two decades later, the well-known results of Kalman and Bucy ([10], [11]) have been successfully implemented in

[^6]many applications including aerospace, signal processing, geophysics, etc. and they have strongly influenced the research in this area. Some surveys on linear filtering and estimation can be found for instance in [9] and in [20]. Many papers devoted to this topics investigate the filtering performances with respect to the uncertainty modelling errors of the system which state is estimated. This interest is motivated by the fact that the filter performance deteriorates in the presence of modelling errors. Some of these papers consider the problem of robust filtering when the system is subject to parametric uncertainty (see e.g. [3], [6], [12], and the references therein). There are applications in which the system parameters are corrupted with random perturbations leading to stochastic models with multiplicative noise. Such stochastic systems have been intensively studied over the last few decades (see [23] for early references), many of the recent theoretical developments including optimal control and filtering results ([4], [6], [15]). Another important issue arising in filtering applications is related to the input of the systems generating the filtered signals. Besides developments based on Kalman filtering, also known as $\mathrm{H}_{2}$-type filtering since the exogenous input signals are assumed white noises, alternative approaches have been proposed where deterministic bounded energy inputs are considered. Such formulations and developments have been performed in the framework of the $H_{\infty}$-norm minimisation ([7], [20]). Many practical applications require a compromise between the $H_{2}$ and the $H_{\infty}$ filtering since the $H_{2}$ norm minimisation of the estimation error may not be suitable when the considered signals are strongly coloured (e.g. periodic signals), and that $H_{\infty}$-optimization may poorly perform when these signals are weakly coloured (e.g. white noise), (see e.g. [1] and [16]). An promising alternative to accomplish such compromise is to use the so-called a-anisotropic norm (see e.g. [5], [13], [22]) since it offers and intermediate topology between the $H_{2}$ and $H_{\infty}$ norms. More precisely, if the coloured signal is generated by an $m$-dimensional exogenous input, the $a$-anisotropic norm $\||F|\|_{a}$ of a stable system $F$ has the property $1 / \sqrt{m}\|F\|_{2} \leq\|\mid F\|_{a} \leq\|F\|_{\infty}$ (see, for instance [13]).

In [22] a Bounded Real Lemma type result is proved for the anisotropic norm of discrete-time deterministic systems. It is shown that the boundedness norm condition implies to solve a nonconvex optimization in which frequency representation of the filtered signal plays a crucial role.

The aim of the present paper is to determine boundedness conditions for the anisotropic norm of stochastic systems with multiplicative noise. By contrast with the above mentioned papers, all the developments of this paper use time representations of the signals and the obtained results provide a
generalisation of the ones derived the absence of the multiplicative noise and for the case when the system is subject to state-dependent noise [21].

Notation. Throughout the paper the superscript ' $T$ ' stands for matrix transposition, $\mathbf{R}^{n}$ denotes the $n$ dimensional Euclidean space, $\mathbf{R}^{n \times m}$ is the set of all $n \times m$ real matrices, and the notation $P>0(P \geq 0)$, for $P \in \mathbf{R}^{n \times n}$ means that $P$ is symmetric and positive definite (positive semidefinite). The trace of a matrix $Z$ is denoted by $\operatorname{Tr}\{Z\}$, and $|v|$ denotes the Euclidian norm of an $n$-dimensional vector $v$.

## 2 Preliminaries and Problem Statement

Consider the stochastic system with multiplicative noise

$$
\begin{align*}
x(t+1) & =\left(A_{0}+\sum_{i=1}^{r} \xi_{i}(t) A_{i}\right) x(t)+\left(B_{0}+\sum_{i=1}^{r} \xi_{i}(t) B_{i}\right) w(t) \\
y(t) & =C x(t)+D w(t), t=0,1, \ldots \tag{1}
\end{align*}
$$

where $\xi(t)=\left(\xi_{1}(t), \ldots, \xi_{r}(t)\right)^{T}$ is a sequence of independent random vectors $\xi: \Omega \rightarrow \mathbf{R}^{r}$ on a probability $\operatorname{space}(\Omega, \mathcal{F}, \mathcal{P})$. It is assumed that $\{\xi(t)\}_{t \geq 0}$ satisfies the conditions $E[\xi(t)]=0$ and $E\left[\xi(t) \xi^{T}(t)\right]=I_{r}, t=0,1, \ldots$ The matrices of the state space model (1) have the dimensions $A_{i} \in \mathbf{R}^{n \times n}, B_{i} \in$ $\mathbf{R}^{n \times m}, i=0,1 \ldots, r, C \in \mathbf{R}^{p \times n}, D \in \mathbf{R}^{p \times m}$.

It is assumed that the input $w(t)$ are random variables generated by a linear stochastic filter with multiplicative noise $G$

$$
\begin{align*}
\tilde{x}(t+1) & =\left(A_{f_{0}}+\sum_{i=1}^{r} \xi_{i}(t) A_{f_{i}}\right) \tilde{x}(t)+\left(B_{f_{0}}+\sum_{i=1}^{r} \xi_{i}(t) B_{f_{i}}\right) v(t) \\
w(t) & =C_{f} \tilde{x}(t)+D_{f} v(t), t=0,1, \ldots \tag{2}
\end{align*}
$$

where the order $n_{f}$ and the matrices $A_{f_{i}} \in \mathbf{R}^{n_{f} \times n_{f}}, B_{f_{i}} \in \mathbf{R}^{n_{f} \times m}, i=$ $0,1 \ldots, r, C_{f} \in \mathbf{R}^{m \times n_{f}}, D \in \mathbf{R}^{m \times m}$ are not prefixed and $v(t) \in \mathbf{R}^{m}$ are white noise vectors with the properties $E[v(t)]=0$ and $E\left[v(t) v^{T}(t)\right]=$ $I_{m}, t=0,1, \ldots$. It is assumed that $\{\xi(t)\}_{t \geq 0}$ and $\{v(t)\}_{t \geq 0}$ are independent stochastic processes.

Definition 1 A stochastic system with multiplicative noise of form (1) with $B_{i}=0, i=0,1, \ldots, r$ is called exponentially stable in mean square (ESMS) if there exist $\beta \geq 1$ and $\rho \in(0,1)$ such that $E\left[|\Phi(t, s) x(0)|^{2}\right] \leq \beta \rho^{(t-s)}|x(0)|^{2}$ for all $t \geq s \geq 0, x(0) \in \mathbf{R}^{n}$, where $\Phi(t, s)$ denotes the fundamental matrix solution of (1).
Throughout the paper it will be assumed that both systems (1) and (2) are ESMS.

Definition 2 The $H_{2}$-type norm of the ESMS system (1) is defined as

$$
\|F\|_{2}=\left[\lim _{\ell \rightarrow \infty} \frac{1}{\ell} \sum_{t=0}^{\ell} E\left[y^{T}(t) y(t)\right]\right]^{\frac{1}{2}}
$$

The next result provides a method to compute the $H_{2}$ norm of the stochastic system (1) (see e.g. [4]).

Lemma 1 The $H_{2}$ type norm of the $E S M S$ system (1) is given by $\|F\|_{2}=$ $\left(\operatorname{Tr}\left(\sum_{i=0}^{r} B_{i}^{T} X B_{i}+D^{T} D\right)\right)^{\frac{1}{2}}$ where $X \geq 0$ is the solution of the Lyapunov equation $X=\sum_{i=0}^{r} A_{i}^{T} X A_{i}+C^{T} C$.

Let $L^{2}\left(\mathbf{Z} \times \Omega, \mathbf{R}^{m}\right)$ the space of all sequences $w=\{w(t)\}_{t \in \mathbf{Z}_{+}}$of $m$ dimensional vectors with $\|w\|^{2}:=\sum_{t=-\infty}^{\infty} E|w(t)|^{2}<\infty$ and by $\tilde{L}^{2}\left(\mathbf{Z}_{+} \times \Omega\right.$, $\left.\mathbf{R}^{m}\right)$ the space of all $w \in L^{2}\left(\mathbf{Z}_{+} \times \Omega, \mathbf{R}^{m}\right)$ such that $w(t)$ are measurable with respect to $\mathcal{F}_{t}$ for every $t \in \mathbf{Z}_{+}, \mathcal{F}_{t} \subset \mathcal{F}$ denoting a family of $\sigma$-algebras associated to the vectors $\xi(t)$. In [14] it is proved that if the system (1) is ESMS, one may define the linear bounded input-output operator

$$
(F w)(t): \tilde{L}^{2}\left(\mathbf{Z}_{+} \times \Omega, \mathbf{R}^{m}\right) \rightarrow \tilde{L}^{2}\left(\mathbf{Z}_{+} \times \Omega, \mathbf{R}^{p}\right)
$$

by

$$
(F w)(t)=C x(t)+D w(t), t \in \mathbf{Z}_{+}
$$

$x(t)$ being the solution of (1) with zero initial condition. Denoting by $\|F\|_{\infty}$ the norm of the above operator, one can prove the following Bounded Real Lemma type result for stochastic systems of form (1) with respect to the $H_{\infty}$ norm [14].

Lemma 2 The ESMS system (1) has the norm $\|F\|_{\infty}<\gamma$ for a certain $\gamma>0$ if and only if the Riccati equation

$$
\begin{aligned}
P=\sum_{i=0}^{r} A_{i}^{T} P A_{i}+ & \left(\sum_{i=0}^{r} A_{i}^{T} P B_{i}+C^{T} D\right)\left(\gamma^{2} I-\sum_{i=0}^{r} B_{i}^{T} P B_{i}-D^{T} D\right)^{-1} \\
& \times\left(\sum_{i=0}^{r} A_{i}^{T} P B_{i}+C^{T} D\right)^{T}+C^{T} C
\end{aligned}
$$

has a stabilizing solution $P \geq 0$ such that $\gamma^{2} I-\sum_{i=0}^{r} B_{i}^{T} P B_{i}-D^{T} D>0$.
It is recalled that a symmetric solution $P$ of the above Riccati equation is called a stabilising solution if the stochastic system

$$
x(t+1)=\left(A_{0}+B_{0} K+\sum_{i=1}^{r} \xi_{i}(t)\left(A_{i}+B_{i} K\right)\right) x(t)
$$

is ESMS, where by definition

$$
K:=\left(\gamma^{2} I-\sum_{i=0}^{r} B_{i}^{T} P B_{i}-D^{T} D\right)^{-1}\left(\sum_{i=0}^{r} A_{i}^{T} P B_{i}+C^{T} D\right)^{T}
$$

Given an ESMS filter of form (2), the mean anisotropy of the random variable $w(t)$ generated by $G$ is defined as

$$
\begin{equation*}
\bar{A}(G)=-\frac{1}{2} \ln \operatorname{det}\left(\frac{m E\left[\tilde{w}(0) \tilde{w}^{T}(0)\right]}{\|G\|_{2}^{2}}\right) \tag{3}
\end{equation*}
$$

where $\tilde{w}(0)=w(0)-E\left[w(0) \mid(w(k))_{k<0}\right]$ denotes the prediction error of $w(0)$ based on $w(k), k<0$ (see details in [5]). Then the $a$-anisotropic norm of $F$ is defined as ([5])

$$
\begin{equation*}
\|\mid F\| \|_{a}=\sup _{G \in \mathcal{G}_{a}} \frac{\|F G\|_{2}}{\|G\|_{2}} \tag{4}
\end{equation*}
$$

where $\mathcal{G}_{a}$ denotes the set of all stochastic systems of form (2) with $\bar{A}(G)<a$.

## 3 Main result

Theorem 1 The stochastic system with multiplicative noise (1) has the aanisotropic norm less than a given $\gamma>0$ if there exists $q \in\left(0, \min \left(\gamma^{-2}\right.\right.$, $\left.\|F\|_{\infty}^{-2}\right)$ ) such that the Riccati equation

$$
\begin{align*}
& X=\sum_{i=0}^{r} A_{i}^{T} X A_{i}+\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right) \\
& \times\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right)^{T}+C^{T} C \tag{5}
\end{align*}
$$

has a stabilizing solution $X \geq 0$ satisfying the following conditions

$$
\begin{equation*}
\Psi_{q}:=\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D>0 \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det}\left(\frac{1}{q}-\gamma^{2}\right) \Psi_{q}^{-1} \leq e^{-2 a} \tag{7}
\end{equation*}
$$

Proof. Using the Definition 1 of the $H_{2}$-type norm it follows that the condition $\sup _{G \in \mathcal{G}_{a}} \frac{\|F G\|_{2}}{\|G\|_{2}}<\gamma$ is equivalent with the condition

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \frac{1}{\ell} \sum_{t=0}^{\ell} E\left[|y(t)|^{2}-\gamma^{2}|w(t)|^{2}\right]<0 \tag{8}
\end{equation*}
$$

for all $w(t)$ generated by filters $G \in \mathcal{G}_{a}$.
For the sake of simplicity writing, the following notations will be introduced:

$$
\begin{aligned}
\mathcal{A}(t) & :=A_{0}+\sum_{i=1}^{r} \xi(t) A_{i} \\
\mathcal{B}(t) & :=B_{0}+\sum_{i=1}^{r} \xi(t) B_{i}
\end{aligned}
$$

Using (1) it follows that

$$
\begin{gathered}
x^{T}(t+1) X x(t+1)-x^{T}(t) X x(t)=[\mathcal{A}(t) x(t)+ \\
\mathcal{B}(t) w(t)]^{T} X[\mathcal{A}(t) x(t)+\mathcal{B}(t) w(t)]-x^{T}(t) x(t)-y^{T}(t) y(t)+x^{T}(t) C^{T} C x(t) \\
+x^{T}(t) C^{T} D w(t)+w^{T}(t) D^{T} C x(t)+w^{T}(t) D^{T} D w(t)
\end{gathered}
$$

where we added the zero term $y^{T}(t) y(t)-(C x(t)+D w(t))^{T}(C x(t)+D w(t))$. Collecting terms we readily obtain

$$
\begin{gathered}
y^{T}(t) y(t)=x^{T}(t)\left[\mathcal{A}(t)^{T} X \mathcal{A}(t)-X+C^{T} C\right] x(t)+w^{T}(t)\left[D^{T} D+\right. \\
\left.\mathcal{B}(t)^{T} X \mathcal{B}(t)\right] w(t)+w^{T}(t)\left[D^{T} C+\mathcal{B}(t)^{T} X \mathcal{A}(t)\right] x(t) \\
+x^{T}(t)\left[C^{T} D+\mathcal{A}(t)^{T} X \mathcal{B}(t)\right] w(t)+x^{T}(t) X x(t)-x^{T}(t+1) X x(t+1)
\end{gathered}
$$

Noting that the properties of the random sequence $\{\xi(t)\}_{t \geq 0}$ imply
$E\left\{\mathcal{A}^{T} X \mathcal{A}\right\}=\sum_{i=0}^{r} A_{i}^{T} X A_{i}, E\left\{\mathcal{B}^{T} X \mathcal{B}\right\}=\sum_{i=0}^{r} B_{i}^{T} X B_{i}$ and $E\left\{\mathcal{A}^{T} X \mathcal{B}\right\}=$ $\sum_{i=0}^{r} A_{i}^{T} X B_{i}$, it follows from the above equation that

$$
\begin{gathered}
E\left\{y^{T}(t) y(t)\right\}=E\left\{x^{T}(t)\left[\sum_{i=0}^{r} A_{i}^{T} X A_{i}-X+C^{T} C\right] x(t)\right. \\
+w^{T}(t)\left[D^{T} D+\sum_{i=0}^{r} B_{i}^{T} X B_{i}\right] w(t) \\
+w^{T}(t)\left[D^{T} C+\sum_{i=0}^{r} B_{i}^{T} X A_{i}\right] x(t)+x^{T}(t)\left[C^{T} D+\sum_{i=0}^{r} A_{i}^{T} X B_{i}\right] w(t) \\
\left.+x^{T}(t) X x(t)-x^{T}(t+1) X x(t+1)\right\}
\end{gathered}
$$

Substituting from (5) into the first bracket in the above equation, one obtains

$$
\begin{gather*}
E\left[|y(t)|^{2}\right]=E\left[x^{T}(t) X x(t)-x^{T}(t+1) X x(t+1)\right. \\
+x^{T}\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}\right) w(t)+w^{T}(t)\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}\right) x(t) \\
-x^{T}(t)\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right)\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}  \tag{9}\\
\times\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right)^{T} x(t)+w^{T}(t)\left(\sum_{i=0}^{r} B_{i}^{T} X B_{i}\right) w(t) \\
\left.+x^{T}(t) C^{T} D w(t)+w^{T}(t) D^{T} C x(t)+w^{T}(t) D^{T} D w(t)\right] .
\end{gather*}
$$

Define

$$
\begin{gather*}
\mathcal{P}(t):=\left[w^{T}(t)-x^{T}(t)\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right)\right. \\
\times\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1} \\
\left.-v^{T}(t)\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-\frac{1}{2}}\right] \\
\times\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)  \tag{10}\\
\times\left[w(t)-\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}+D^{T} C\right) x(t)\right. \\
\left.-\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-\frac{1}{2}} v(t)\right] .
\end{gather*}
$$

Then, using the properties of $\{v(t)\}_{t \geq 0}$ it follows that

$$
\begin{gather*}
E[\mathcal{P}(t)]=E\left[w^{T}(t)\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right) w(t)\right. \\
-w^{T}(t)\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}+D^{T} C\right) x(t) \\
-x^{T}(t)\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right) w(t) \\
+x^{T}(t)\left(\sum_{i=0}^{r} A_{i}^{T} X B_{i}+C^{T} D\right)\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}  \tag{11}\\
\times\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}+D^{T} C\right) x(t) \\
\left.-2 \operatorname{Tr} D_{f}\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{\frac{1}{2}}\right]+m
\end{gather*}
$$

Taking into account (9) and (11) one obtains

$$
\begin{align*}
& E\left[|y(t)|^{2}-\gamma^{2}|w(t)|^{2}\right]=E\left[x^{T}(t) X x(t)-x^{T}(t+1) X x(t+1)-\mathcal{P}(t)\right. \\
& \left.-2 \operatorname{Tr} D_{f}\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{\frac{1}{2}}+m+\left(\frac{1}{q}-\gamma^{2}\right) w^{T}(t) w(t)\right] . \tag{12}
\end{align*}
$$

Since the systems (1) and(2) are ESMS

$$
\lim _{\ell \rightarrow \infty} \frac{1}{\ell} E\left[x^{T}(0) X x(0)-x^{T}(\ell) X x(\ell)\right]=0
$$

and then one directly obtains that

$$
\begin{gather*}
\lim _{\ell \rightarrow \infty} \frac{1}{\ell} \sum_{t=0}^{\ell} E\left[|y(t)|^{2}-\gamma^{2}|w(t)|^{2}\right] \\
=\lim _{\ell \rightarrow \infty} \frac{1}{\ell} E\left[-\sum_{t=0}^{\ell} \mathcal{P}(t)+\sum_{t=0}^{\ell}\left(\frac{1}{q}-\gamma^{2}\right) w^{T}(t) w(t)\right]  \tag{13}\\
-2 \operatorname{Tr} D_{f}\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{\frac{1}{2}}+m .
\end{gather*}
$$

From (10) it follows that $\mathcal{P}(t) \geq 0$ and $\mathcal{P}(t)=0$ for

$$
\begin{align*}
& w(t)=\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}+D^{T} C\right) x(t)  \tag{14}\\
& +\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-\frac{1}{2}} v(t)
\end{align*}
$$

The above condition is fulfilled for a filter $G$ having the state $\tilde{x}(t)$ equal to the state $x(t)$ of $F$ and if the following conditions are accomplished

$$
\begin{align*}
C_{f} & =\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}+D^{T} C\right) \\
D_{f} & =\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-\frac{1}{2}} \tag{15}
\end{align*}
$$

For $w(t)$ given by (14) the first equation (1) becomes

$$
\begin{align*}
& x(t+1)=\left(A_{0}+\sum_{i=1}^{r} \xi_{i}(t) A_{i}\right) x(t)+\left(B_{0}+\sum_{i=1}^{r} \xi_{i}(t) B_{i}\right) \\
& \times\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1}\left(\sum_{i=0}^{r} B_{i}^{T} X A_{i}+D^{T} C\right) x(t)  \tag{16}\\
& +\left(B_{0}+\sum_{i=1}^{r} \xi_{i}(t) B_{i}\right)\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-\frac{1}{2}} v(t)
\end{align*}
$$

Since $\tilde{x}(t)$ equals $x(t), t=0,1, \ldots$ from the above equation one obtains

$$
\begin{align*}
A_{f_{i}}= & A_{i}+B_{i}\left(\frac{1}{q} I-\sum_{j=0}^{r} B_{j}^{T} X B_{j}-D^{T} D\right)^{-1} \\
& \times\left(\sum_{j=0}^{r} B_{j}^{T} X A_{j}+D^{T} C\right)  \tag{17}\\
B_{f_{i}}= & B_{i}\left(\frac{1}{q} I-\sum_{j=0}^{r} B_{j}^{T} X B_{j}-D^{T} D\right)^{-\frac{1}{2}}, i=0,1, \ldots, r
\end{align*}
$$

Since $X$ is the stabilising solution of the Riccati equation (5) it follows that the filter with $A_{f_{i}}, i=0,1, \ldots, r$ given above is ESMS.

Based on the expression (15) of $D_{f}$ and since $\tilde{x}(t)=x(t)$, from the second equation (2) it follows that

$$
\begin{equation*}
E\left[\tilde{w}(0) \tilde{w}^{T}(0)\right]=\left(\frac{1}{q} I-\sum_{i=0}^{r} B_{i}^{T} X B_{i}-D^{T} D\right)^{-1} \tag{18}
\end{equation*}
$$

In the following it will be shown that under the assumption (7) from the statement, for all ESMS filters $G \in \mathcal{G}_{a}$ having $D_{f}=\Psi_{q}^{-\frac{1}{2}}$ the following condition is accomplished

$$
\begin{equation*}
-m+\left(\frac{1}{q}-\gamma^{2}\right)\|G\|_{2}^{2}<0 \tag{19}
\end{equation*}
$$

Indeed, since $G \in \mathcal{G}_{a}$ and since $D_{f}=\Psi_{q}^{-\frac{1}{2}}$ it follows that

$$
\begin{equation*}
\operatorname{det} \frac{m \Psi_{q}^{-1}}{\|G\|_{2}^{2}}>e^{-2 a} \tag{20}
\end{equation*}
$$

Taking into account (7) and the above inequality it follows that

$$
\operatorname{det} \frac{m \Psi_{q}^{-1}}{\|G\|_{2}^{2}}>\operatorname{det}\left(\frac{1}{q}-\gamma^{2}\right) \Psi_{q}^{-1}
$$

from which one directly obtains (19). Using the inequality (19), equations (13), (11), the equation for $D_{f}$ in (15) and Definition 2, it follows that $\|F G\|_{2} /\|G\|_{2}<\gamma$.

Let us consider now the more general case for a certain filter $G \in \mathcal{G}_{a}$, satisfying therefore the condition

$$
\begin{equation*}
-\frac{1}{2} \ln \operatorname{det} \frac{m D_{f} D_{f}^{T}}{\|G\|_{2}^{2}} \leq a \tag{21}
\end{equation*}
$$

From the above condition and from the assumption (7) it follows that

$$
\begin{equation*}
\operatorname{det}\left(\frac{1}{q}-\gamma^{2}\right) \Psi_{q}^{-1}<\operatorname{det} \frac{m D_{f} D_{f}^{T}}{\|G\|_{2}^{2}} \tag{22}
\end{equation*}
$$

Using the general property $\operatorname{det}(A) \leq(\operatorname{Tr}(A) / m)^{m}$, from the above inequality one obtains

$$
\begin{equation*}
\operatorname{Tr}\left(D_{f} \Psi_{q}^{\frac{1}{2}}\right)>\left(\frac{1}{q}-\gamma^{2}\right)^{\frac{1}{2}} m^{\frac{1}{2}}\|G\|_{2} \tag{23}
\end{equation*}
$$

and thus

$$
\begin{align*}
& \left(\frac{1}{q}-\gamma^{2}\right)\|G\|_{2}^{2}-2 \operatorname{Tr}\left(D_{f} \Psi_{q}^{\frac{1}{2}}\right)+m \\
& <\left(\frac{1}{q}-\gamma^{2}\right)\|G\|_{2}^{2}-2\left(\frac{1}{q}-\gamma^{2}\right)^{\frac{1}{2}} m^{\frac{1}{2}}\|G\|_{2}+m  \tag{24}\\
& =\left(\left(\frac{1}{q}-\gamma^{2}\right)^{\frac{1}{2}}\|G\|_{2}-m^{\frac{1}{2}}\right)^{2}
\end{align*}
$$

From the above inequality it follows that if

$$
\begin{equation*}
\left(\frac{1}{q}-\gamma^{2}\right)\|G\|_{2}^{2}=m \tag{25}
\end{equation*}
$$

the left hand side of it is negative and therefore from (12) it follows that $\|F G\|_{2} /\|G\|_{2}<\gamma$. The condition (25) implies that

$$
\frac{1}{q}-\gamma^{2}=\frac{m}{\|G\|_{2}^{2}}
$$

Substituting the above expression into (7) one obtains the condition

$$
\begin{equation*}
-\frac{1}{2} \ln \operatorname{det} \frac{m \Psi_{q}^{-1}}{\|G\|_{2}^{2}} \geq a \tag{26}
\end{equation*}
$$

Comparing (26) with the definition of the mean anisotropy one concludes that if for a filter $G \in \mathcal{G}_{a}$ there exists another filter $\hat{G}$ with $\bar{A}(\hat{G}) \geq a$ such that $\|\hat{G}\|_{2}=\|G\|_{2}$ and having $\hat{D}_{f}=\Psi_{q}^{-\frac{1}{2}}$ for a certain $q$ satisfying the assumptions of Theorem 1, then $\|F G\|_{2} /\|G\|_{2}<\gamma$. A similar conclusion is derived in the deterministic framework in [13]. Such a $\hat{G}$ always may be found. Indeed since $\Psi_{q}^{-1} \rightarrow 0$ for $q \rightarrow 0$, it follows that the Riccati equation (5) has a stabilising solution and the condition (26) is fulfilled for a small enough $q>0$. Then for any $G \in \mathcal{G}_{a}$, based on Lemma 1 one can easily determine $\hat{A}_{f_{i}}, \hat{B}_{f_{i}}, i=0, \ldots, r$ and $\hat{C}_{f}$ such that $\|\hat{G}\|_{2}=\|G\|_{2}$.

Using the inequality (19), (13), (11), the equation for $D_{f}$ in (15) and Definition 2, it follows that $\|F G\|_{2} /\|G\|_{2}<\gamma$. Let us finally notice that according with the Lemma 2, it follows that a necessary condition for the existence of a stabilizing solution of the Riccati equation (5) is $1 / q \geq\|F\|_{\infty}^{2}$, from which it follows that $q \leq\|F\|_{\infty}^{-2}$. Thus the proof is complete.
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